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INTRODUCTION

The California Age-Appropriate Design Code Act allows children to explore the internet

while reducing threats to their privacy and safety. The Act operates well within constitutional

parameters. The regulation of businesses—including online businesses—and protection of

children are well-recognized government responsibilities. The Act, which regulates those

businesses that trade in consumers’ personal information and offer products, services, and

features likely to be accessed by children, requires certain actions that proactively protect that

information and prohibits certain actions that involve the collection and use of that information.

Plaintiff’s members do not have a First Amendment right to children’s personal information.

Nothing in the Act restricts the content that businesses can provide to minors, and any incidental

effect the Act may have on businesses’ speech is justified by the State’s compelling interest in

children’s welfare. The Act’s clear and specific requirements and prohibitions, as well as its

procedural protections and scienter requirements, ensure that businesses’ rights remain protected.

Compliance does not trigger concerns under the dormant Commerce Clause. Nor is the Act

inconsistent with existing federal law. This Court should deny Plaintiff’s motion.

BACKGROUND

I. EXISTING PRACTICES & REGULATION

A. Online Businesses’ Collection and Use of Personal Information

The collection, sharing, selling, and other use of personal information provides substantial

revenue for online businesses. Egelman Decl. ¶¶ 11–12. Internet companies constantly collect

data from individuals online and offline. Id. ¶ 13. This data includes what services people use,

how they use them, and from where they use them. Businesses are able to link this data to unique

individuals through persistent identifiers, like the device an individual uses to access the internet,

which tend not to change over time. Id. ¶ 14. Once data is linked to unique individuals, businesses

are able to create thorough individual profiles using information drawn directly from the collected

data, and to make predictions and inferences based on that data. Id. ¶¶ 13–14. With this data,

businesses can learn, predict, or infer things like user’s interests, preferences, and behaviors as

well as more personal details such as religion, health conditions, sexual orientation, or
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socioeconomic status. Id. Highly personal individual information can be predicted or inferred

from minimal data. Id. Geolocation information is a highly valuable piece of data that is widely

available through databases that map Internet Protocol (IP) addresses—which are transmitted

with every internet connection—to physical locations. Id. ¶¶ 13, 31, 55. From this information

alone, a business may be able to accurately predict details about a user’s religion or sexual

orientation. Id. ¶¶ 13–14. Once a business has compiled a profile, those profiles can be used or

sold to third parties to create targeted advertising and learn more about consumer behavior to

maximize profit, among other things. Id. ¶¶ 11–14; Radesky Decl. ¶¶ 66, 68, 78, 89.

Because this mass collection of data raises significant privacy concerns, California

regulates the collection and use of consumer data. Existing statutes cover consumer’s “personal

information,” which is defined as information that “identifies, relates to, describes,” or is

reasonably capable of association with, or linking to, a particular consumer or household.  Cal.

Civ. Code §1798.140(v) (all statutory references are to the Cal. Civ. Code unless otherwise

noted). Personal information includes names, addresses, email addresses, IP addresses,

commercial information, browsing history, search history, geolocation data, and information

regarding a consumer’s interaction with an internet website. Id. It also includes profiles or

inferences made from this information. Id. Businesses must notify consumers that their data is

being collected and consumers have the right to direct businesses not to sell or share that

information. §1798.100; §1798.120(a). In short, California law intends to empower its residents

to control their data. However, practically speaking, businesses do not always provide internet

users with the necessary tools to do so. Egelman Decl. ¶¶ 24–34.

B. User Tools for Limiting Collection and Use of Personal Information

Privacy Settings: Privacy settings allow users to limit data collection by preventing

businesses from storing data, called “cookies,” in the user’s web browser. Egelman Decl. ¶ 29.

However, default settings are usually the least restrictive and changing the settings is not always

user-friendly. Id. ¶ 19. Even if a user is able to successfully block cookies, businesses now track

by other means that are not user-controlled, like “fingerprints”—the aggregating of several data

points that are automatically collected, such as personal computer settings and location data, and
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used to identify the user. Id. ¶¶ 30–31. Users can do little to stop collection of this data. Id.

Terms of Service, Privacy Policies, and Community Standards: Although terms of

service and the like are supposed to allow users to make informed decisions about how and

whether to engage with a business, numerous studies have shown that terms of service and

privacy policies often prove indecipherable, if a user can even find them, and often do not

accurately describe the service’s behavior. Egelman Decl. ¶¶ 24–28; Radesky Decl. ¶ 93. These

policies typically allow businesses maximum flexibility in using the personal information they

collect. See Egelman Decl. ¶¶ 13–14, 28. Also, community standards are intended to inform

consumers about how the business moderates its own platform, but it is extremely difficult for

users to hold businesses accountable for enforcing these policies, and businesses’ own

enforcement is typically, at best, reactive. Radesky Decl. ¶¶ 72, 95.

Consumer Reporting: Most online businesses purport to provide a way for users to

contact the business to ask questions or report concerns. But in practice, there is no method for

parents or youth seeking to provide feedback (other than blocking/reporting content) or report a

recurrent problem with specific platforms. Radesky Decl. ¶ 94. Parents whose children have died

after cyberbullying or taking part in social media challenges have reported trying to get in touch

with social media companies, but being ignored. Id. If a business fails to take adequate action or

respond at all to a reported concern, there is little a user can do. Id. ¶¶ 94–95.

II. CHILDREN ON THE INTERNET

Children are especially vulnerable to the risks businesses’ data collection practices pose.

Radesky Decl. ¶¶ 39, 45–72. Yet, despite their awareness that children use their services and the

existence of technological capabilities to provide a safer experience for children, businesses often

fail to take steps to provide that safer experience. Id. ¶¶ 30–44; Egelman ¶¶ 35–45.

A. Children’s Internet Use

Children’s internet use has expanded rapidly in the last decade, with children using digital

technologies for an average of 0:49 hours per day for children under 2, 2:30 for 2–4 year olds,

3:05 for 5–8 year olds, 5:33 for 6–12 year olds, and 8:39 for 13–17 year olds. Radesky Decl. ¶¶

21–25. During the COVID-19 pandemic, children’s access to digital technology and time online
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increased approximately 52%. Id. ¶¶ 26–28. Children use the internet for both educational and

entertainment purposes. Id. ¶¶ 26–29.  Unplugging is not a viable option. Id. ¶ 29.

B. Laws Regulating Children’s Online Experience

Despite the ubiquitous presence of the internet in children’s lives, specific legal protections

for children in the US are limited. At the federal level, the Children’s Online Privacy Protection

Act (COPPA) requires that online businesses protect the personal information of children, but

only where the platform is “directed towards” children under 13. 15 U.S.C. §§6501–6506.

However, unless the website self-identifies as one that “target[s] children as its primary

audience[,]” all a website must do is “prevent the disclosure of personal information from visitors

who identify themselves as under age 13” without parental consent. 16 C.F.R. §312.2. At the state

level, California has passed laws specifically designed to protect minors from particular products,

like alcohol, and affords minors special rights, like the ability to have their posts removed by

request. Cal. Bus. & Prof. §§22580, 22581. Although generally businesses may not sell or share

the personal information of a user if they have actual knowledge the user under 16, §1798.120(c),

there is no comprehensive law protecting the collection and use of children’s data.

AB 2273 is modeled on the United Kingdom’s Age Appropriate Design Code, commonly

referred to as the “Children’s Code.” This Code requires that all websites likely to be accessed by

children provide privacy protections by default. Keaney (ICO) Decl. ¶¶ 16–25, 32–34 & Ex. A.

As a result, businesses, including some that are represented in this lawsuit, have undertaken

positive changes that have resulted in a safer internet for children. Id. ¶¶ 65–67; Radesky ¶ 84.

C. Businesses’ Interaction with Children Online

Existing privacy regulations have inadvertently created a culture of agnosticism about

whether and when children use services intended for adults. Radesky Decl. ¶¶ 30–39; Egelman

Decl. ¶¶ 44–45. Businesses are disincentivized from identifying their services as “child-directed”

because doing so limits the businesses’ ability to monetize their products by collecting and selling

user data and showing targeted advertisements. Radesky Decl. ¶ 39; Egelman Decl. ¶¶ 44–45. As

a result, it is fairly common for apps that were almost certainly intended for children, such as

those that appear in the Google Play “5 and under” app store, to avoid these restrictions by
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claiming that they were intended for users over 13. Radesky Decl. ¶¶ 31, 36; Egelman Decl. ¶ 45.

This leads not only to the over-collection of children’s data, but to using this data to lead children

to inappropriate ads and other content. Radesky Decl. ¶¶ 31–39. It is only if and when unintended

consequences are discovered that these problems are addressed at all. Id. ¶¶ 40–42. Essentially,

despite federal regulation, businesses have, at best, taken a reactive, rather than proactive,

approach towards protecting children’s data. Id.

D. Unique Vulnerabilities of Children Online

Children have more curiosity, less impulse inhibition, less critical thinking and abstract

reasoning about complicated concepts (like data collection), more responsivity to parasocial and

peer relationships, and more attraction to novelty and rewards than adults. Radesky Decl. ¶¶ 45–

47. These characteristics are developmentally adaptive and help children learn and build social

relationships in non-digital spaces, but can be taken advantage of through digital design. Id. ¶ 46.

Businesses design their services to optimize revenue generation by using tactics that

children are more susceptible to, like maximizing time spent using the product, bringing more

people to the product, and increasing interactions and content generation. Id. ¶¶ 48–71; Egelman

Decl. ¶¶ 12, 48. For example, multiple interview studies show that children and teens feel like

they spend too much time online, feel pressure to engage, and find it hard to stop using platforms.

Radesky Decl. ¶ 51. Manipulative dark patterns that work through parasocial relationship

pressure, fabricated time pressure, and navigation constraints commonly appear in apps and

platforms used by children. Id. ¶ 55; Egelman Decl. ¶ 51. One study showed that these features

occurred in 80% of apps and were more common in apps played by children from lower-income

and lower-education households. Radesky Decl. ¶ 55. Because design features promote content

creation and integrate metrics for popularity, children may take part in extreme content generation

(e.g., challenges) to receive validation online or engage in other harmful activity, such as

disordered eating, self-harm, or gambling, based on what they are seeing online. Id. ¶¶ 61–71.

These outcomes are features, not bugs, of current platform designs. Id. ¶¶ 64–67. And

children, because of their extensive time online and curiosity, and the “pester power” to spend

money, are not unintended victims; they are targets. Id. ¶¶ 39, 64–67.
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III. THE CALIFORNIA AGE-APPROPRIATE DESIGN CODE ACT

AB 2273 was passed unanimously by the Legislature. Its findings document statewide,

national, and international support for increasing children’s online privacy protections and safety.

In the Act, the Legislature declares and finds that “children should be afforded protections not

only by online products and services specifically directed at them but by all online products and

services they are likely to access[,]” regulated businesses “should consider the best interest of

children when designing, developing and providing” services, and “[i]f a conflict arises between

commercial interests and best interests of children, companies should prioritize the privacy,

safety, and well-being of children over commercial interests.” §1798.99.29.

A. Regulated Businesses

The Act only applies to large companies that trade in personal information. Regulated

businesses are either (1) for-profit entities operating in California that collect consumers’ personal

information or has it collected on their behalf, determine the purposes and means of processing

that information, and have an annual gross revenue of more than $25,000,000; buy, sell, or share

the personal information of 100,000 or more consumers annually; or derive 50% or more of their

annual revenues from selling or sharing that information; (2) entities that control or are controlled

by and share common branding and consumers’ personal information with businesses described

above; or (3) certain joint ventures or partnerships. §1798.99.30(a); §1798.140(d).

Within that group of businesses, the Act regulates only those that provide an online service,

product, or feature (collectively “service”) likely to be accessed by children. §1798.99.31(a), (b).

“Likely to be accessed by children” means that the business’s offering: (1) is directed to children,

as defined by COPPA; (2) is determined, based on competent and reliable evidence regarding

audience composition, to be routinely accessed by a significant number of children, or is

substantially similar or the same as a service for which such a determination has been made; (3)

contains advertisements marketed to children; (4) has design elements that are known to be of

interest to children, including games, cartoons, music, and celebrities that appeal to children; or

(5) is determined, based on internal company research, to have children as a significant amount of

its audience. §1798.99.30(b)(4). Broadband internet access, telecommunications services,
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delivery and use of a physical product, and certain medical information is excluded from

regulation. Id. at (b)(5); §1798.99.40.

B. Requirements for Regulated Businesses

1. Proactive Steps to Protect Children’s Privacy

For each service or similar group of services likely to be accessed by children, businesses

must identify the service’s purpose, “how it uses children’s personal information, and the risks of

material detriment to children that arise from” the business’s data management practice in a Data

Protection Impact Assessment (“DPIA”). §1798.99.31(a)(1)(A)–(B); Id. at (c)(2). A DPIA

completed for compliance with any other similar law, such as the UK Children’s Code, is deemed

compliant with the Act. Id. at (c)(1). A DPIA must address, to the extent applicable, whether the

design of the service could (i) harm children, including by exposing children to harmful or

potentially harmful content; (ii) lead to children experiencing or being targeted by harmful or

potentially harmful contacts; (iii) permit children to witness, participate in, or be subject to

harmful or potentially harmful conduct, or (iv) allow children to be party to or exploited by

harmful or potentially harmful contacts. Id. at (a)(1)(B). The DPIA must also address whether any

algorithms and targeted advertising systems used could harm children; whether and how the

service uses system design features to increase, sustain, or extend children’s use of the service,

including the automatic playing of media, rewards for time spent, and notifications; and whether,

how, and for what purpose the service collects and processes children’s sensitive personal

information. Id. Regulated businesses must document any risk of material detriment that arises

from their data management practices in the DPIA and create a timed plan to mitigate or

eliminate these risks before the service is accessed by children. Id. at (a)(2).

The DPIA is intended to be the business’s internal document. It is “protected as confidential

and shall be exempt from public disclosure.” Id. at (a)(4)(B). Regulated businesses must

biennially review all DPIAs, provide the Attorney General with a list of all DPIAs within three

days of receiving a written request to do so, and make any specific DPIA available to the

Attorney General within 5 days of a written request to do so. Id. at (a)(1)(A), (a)(3)–(4). DPIAs

retain any legal privilege even if disclosed to the Attorney General. Id. at (a)(4)(C).
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In addition to DPIAs, regulated businesses must also: (1) estimate the age of a child user

with a reasonable level of certainty appropriate to the risks that arise from the business’s data

management practices, or apply the privacy and data protection afforded to children to all

consumers; (2) configure all default privacy settings provided to children to offer a high level of

privacy unless the business can demonstrate a compelling reason that a different setting is in the

best interest of children; (3) provide any privacy information, terms of service, policies, and

community standards concisely, prominently, and using clear language suited to the age of

children likely to access the service; (4) if applicable, provide an obvious signal to the child while

the child is being monitored or tracked by a guardian or other consumer; (5) enforce published

terms, policies, and community standards established by the business, including but not limited to

privacy policies and those concerning children; and (6) provide prominent, accessible and

responsive tools to help children or their guardians exercise their privacy rights and report

concerns. Id. at (a)(5)–(10).

2. Prohibitions

Regulated businesses are prohibited from engaging in certain business practices that use

children’s personal information. First, regulated businesses cannot use any child’s personal

information in a way that the business knows or has reason to know is materially detrimental to

the physical health, mental health, or well-being of the child. §1798.99.31(b)(1). Second,

regulated businesses are prohibited from profiling a child by default except where the business

can demonstrate it has appropriate safeguards in place to protect children and profiling is either

necessary to provide the requested service and limited to the aspects of the service with which the

child is actively and knowingly engaged, or where the business can demonstrate a compelling

reason profiling is in the best interest of children. Id. at (b)(2). Third, regulated businesses cannot

collect, sell, share, or retain any personal information not necessary to provide a service with

which a child is actively or knowingly engaged absent a demonstrated compelling reason that the

practice is in the best interest of children likely to access the service. Id. at (b)(3). Businesses may

engage in these practices as needed to comply with existing laws. Id.; §1798.145. Fourth, if the

end user is a child, regulated businesses cannot use personal information for any reason other than
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the reason for which it was collected absent a demonstrated compelling reason it is in the best

interest of children. §1798.99.31(b)(4). Fifth, regulated businesses cannot collect, sell, or share

any child’s precise geolocation information by default unless that is strictly necessary to provide

the requested service and then only for the limited time necessary to provide the service and

businesses cannot collect this information without providing an obvious sign to the child while

the information is being collection. Id. at (b)(5)–(6). Seventh, regulated businesses cannot use

dark patterns—interfaces designed or manipulated with the substantial effect of subverting or

impairing user autonomy, decision-making, or choice—to lead or encourage children to provide

personal information beyond what is reasonably expected to provide the service, to forgo privacy

protections, or to take any action that the business knows or has reason to know is materially

detrimental to the child’s physical health, mental health, or well-being. Id. at (b)(7); §1798.140(l).

And, any information businesses collect to estimate age may be used for that purpose only, and

may not be retained by businesses longer than needed to make the estimate. Age assurance shall

be proportionate to the risks and data practice of a service. §1798.99.31(b)(8).

C. Enforcement & Guidance

Regulated businesses must comply with the above requirements, including completing

DPIAs, by July 1, 2024. §1798.99.31(d); §1798.99.33. Violators face injunctions and civil

penalties up to $2,500 per affected child for each negligent violation and up to $7,500 per

affected child for each intentional violation. §1798.99.35(a). Penalties are assessed and recovered

via a civil suit brought by the Attorney General. Id. Businesses in substantial compliance with the

DPIA requirements will receive written notice from the Attorney General of any alleged

violations before the Attorney General initiates a suit. Id. at (c)(1). A business will not be liable

for civil penalties for any violations cured within 90 days of the notice if it provides written notice

of curing and sufficient measures to prevent future violations. Id. at (c)(2).

The Act creates the California Children’s Data Protection Working Group, which will issue

a publicly available report containing best practices for implementation of the Act by January 1,

2024 (six months before the compliance date) and every two years thereafter. §1798.99.32.

Regulated businesses “may look to guidance and innovation in response to” the UK Children’s
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Code when developing services likely to be accessed by children. AB 2273, §1(d). Additionally,

the Attorney General may adopt regulations related to the Act. §1798.99.35(e).

IV. PLAINTIFF’S CHALLENGE TO AB 2273

Plaintiff is NetChoice, a membership group composed of 35 large tech companies including

Google, Meta, Amazon, Twitter, and TikTok. It filed this suit on December 14, 2022, alleging

that the Act violated the First, Fourth, and Fourteenth Amendments, and the dormant Commerce

Clause, and is preempted by federal law. It filed this Motion on February 17, 2023.

LEGAL STANDARD

“A preliminary injunction is an extraordinary remedy never awarded as of right.” Winter v.

Nat. Res. Def. Council, Inc., 555 U.S. 7, 24 (2008); Dymo Indus., Inc. v. Tapeprinter, Inc., 326

F.2d 141, 143 (9th Cir. 1964) (per curiam). Plaintiff must prove that it is likely to succeed on the

merits of its claims, it is likely to suffer irreparable harm without preliminary relief, that the

balance of equities tips in its favor, and that an injunction is in the public interest. Winter¸ 555

U.S. at 20; Alliance for Wild Rockies v. Cottrell, 632 F.3d 1127, 1135 (9th Cir. 2011).

ARGUMENT

I. PLAINTIFF IS NOT LIKELY TO SUCCEED ON THE MERITS

A. AB 2273 Does Not Violate the First Amendment

Plaintiff’s members have no right to children’s personal information. Thus, AB 2273 does

not violate, or even implicate, Plaintiff’s members’ First Amendment rights. The Act imposes no

prior restraints because it does not regulate content, mandate government approval before

businesses can act, or restrict what content businesses make accessible to consumers. It is a

facially neutral business regulation and thus not subject to any heightened scrutiny. However,

even if the Act triggered heightened scrutiny, it could withstand such scrutiny because it serves

compelling interests in protecting children from intrusive, privacy-violating practices all too

common on the internet today. Far from being overbroad, the Act is carefully tailored to

addressing the most substantial threats to child online privacy.

1.  AB 2273 does not regulate speech or expressive conduct

Businesses have no First Amendment right to collect and use children’s personal
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information and “[a] facial freedom of speech attack must fail unless, at minimum, the challenged

statute is directed narrowly and specifically at expression or conduct commonly associated with

expression.” Roulette v. City of Seattle, 97 F.3d 300, 305 (9th Cir. 1996) (unless otherwise noted,

all internal quotation marks and citations have been omitted throughout). The collection and use

of data under the Act is neither speech nor conduct with a significant expressive element. Further,

often, children are not even willingly sharing this data. See Radesky Decl. ¶¶ 32–33.  It can be

collected from them, and all consumers, without their knowledge or consent. Egelman Decl. ¶¶

30–31. This is not a case where two parties wish to share information and the State is standing in

the way. See Sorrell v. IMS Health Inc., 564 U.S. 552, 654–65 (2011) (First Amendment protects

two private parties willingly sharing information).

The Act regulates business practices—those related to the collection and use of children’s

personal information—which are not typically considered conduct with a significant expressive

element. Int’l Franchise Ass’n v. City of Seattle, 803 F.3d 389, 408 (9th Cir. 2015). An entity

cannot claim a First Amendment violation simply because it is subject to government regulation.

Am. Soc’y of Journalists & Authors v. Bonta (“ASJA”), 15 F.4th 954, 961 (9th Cir. 2021).

“[R]estrictions on protected expression are distinct from restrictions on economic activity or,

more generally, on nonexpressive conduct. While the former is entitled to protection, the First

Amendment does not prevent restrictions directed at commerce or conduct from imposing

incidental burdens on speech.” HomeAway.com v. City of Santa Monica, 918 F.3d 676, 685 (9th

Cir. 2019) (no First Amendment scrutiny for ordinance regulating online booking transactions)

(quoting Sorrell, 564 U.S. at 567); see also Minneapolis Star & Tribune Co. v. Minn. Comm’r of

Revenue, 460 U.S. 575, 581 (1983) (newspapers can be subject to “generally applicable economic

regulations without causing constitutional problems”) “To determine whether the First

Amendment applies, we must first ask the threshold question [of] whether conduct with a

significant expressive element drew the legal remedy or the ordinance has the inevitable effect of

singling out those engaged in expressive activity.” Homeaway.com, 918 F.3d at 685 (quoting Int’l

Franchise, 803 F.3d at 408). “A court may consider the inevitable effect of a statute on its face, as

well as a statute’s stated purpose.” Id. (quoting Sorrell, 564 U.S. at 565).
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 Plaintiff argues that businesses use children’s personal information to make specialized

recommendations to them, such as for books, movies, and videos to watch, and thus businesses’

ability to collect and use children’s data implicates businesses’ First Amendment rights. Pl. Br. 3,

15. This is simply incorrect. The Supreme Court explicitly “reject[s] the view that conduct can be

labeled speech whenever the person engaging in the conduct intends to thereby express an idea.”

Rumsfeld v. Forum for Acad. & Institutional Rts., Inc. (FAIR), 547 U.S. 47, 65–66 (2006) (citing

cases). Further, businesses can continue to make recommendations to child users, even including

recommendations for content the business knows or has reason to know will harm the child; they

just may not use the child’s personal information to do so. See Nat’l Endowment for the Arts v.

Finley, 524 U.S. 569, 573 (1998) (rejecting claim where law does not “inherently interfere[] with

First Amendment rights”). Recommendations based on anything other than the child’s personal

information are unrestricted. See Denver Area Telecomm. Consortium, Inc., v. FCC, 518 U.S.

727, 746 (1996) (regulation to protect children permissible where cable operators could comply

through rearranging broadcast times); Turner Broad. Sys., Inc. v. FCC, 512 U.S. 622, 647 (1994)

(rule that cable operators must carry broadcast channels permissible given operators controlled

every other channel in their package).

The Act’s stated purpose further supports that it “was not motivated by a desire to

suppress speech[.]” Int'l Franchise, 803 F.3d at 409. Rather, the “inevitable effect of the [Act] on

its face is to regulate nonexpressive conduct”—the collection and use of children’s personal

information. Homeaway.com, 918 F.3d at 685 (quoting Sorrell, 564 U.S. at 565). The Act is

generally applicable because limitations apply equally to all regulated businesses. Some

organizations, like non-profits and governmental entities, are excluded because they lack the

profit motive of the regulated businesses. “[S]uch distinctions do not typically implicate the First

Amendment[,]” and the existence of “different, or even broader, carve outs” does not “render[] [a

law] generally inapplicable.” ASJA, 15 F.4th at 964. Nor does the Act deprive businesses of

information or the ability to use it in a manner that discriminates between users. See Sorrell, 564

U.S. at 577 (invalidating prohibition on sharing information with only certain parties).

2. None of the challenged provisions impose a prior restraint
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“The relevant question” in determining whether a prior restraint exists “is whether the

challenged regulation authorizes suppression of speech in advance of its expression[.]” Long

Beach Area Peace Network v. City of Long Beach, 574 F.3d 1011, 1023 (9th Cir. 2009) (quoting

Ward v. Rock Against Racism, 491 U.S. 781, 795 n.5 (1989)). The regulation must specifically

target, rather than incidentally affect, expression protected by the First Amendment. Spirit of

Aloha Temple v. Cnty. of Maui, 49 F.4th 1180, 1191 (9th Cir. 2022). “[C]ontent-neutral

injunctions that do not bar all avenues of expression are not treated as prior restraints.” Greater

L.A. Agency on Deafness, Inc. v. Cable News Network, Inc., 742 F.3d 414, 431 (9th Cir. 2014).

DPIA Requirement: This provision requires businesses to internally assess, and prepare

confidential reports to the government about their data collection and use practices.

§1798.99.31(a)(1)–(4); see also ICO Decl. Exs. B1–B3 (UK DPIA samples). Such reporting

requirements are well-within the bounds of appropriate government regulation. See Hotel Emps.

& Rest. Emps. Int’l Union v. Nev. Gaming Comm’n, 984 F.2d 1507, 1518 (9th Cir. 1993); Village

of Schaumburg v. Citizens for a Better Env’t, 444 U.S. 620, 637–38 n.12 (1980) (requirement to

“report certain information” on routine basis is permissible); see also, e.g. 12 U.S.C. §5365(i)(2)

(certain financial institutions must run annual or semiannual internal stress tests); 26 U.S.C.

§501(r)(3) (non-profit hospitals must conduct community health needs assessment every three

years and adopt implementation strategy to meet identified needs). The DPIA is not subject to

public disclosure and need not be approved—or even seen—by the Attorney General before a

business can begin offering a service. §1798.99.31(a)(3)–(4).

Contrary to what Plaintiff suggests, Pl. Br. 9–10, the Act does not authorize penalization

based on substance communicated in the DPIA. See Nev. Gaming, 984 F.2d at 1518 (no prior

restraint where “there is no attempt to control the content of any speech or the nature of any

organizational activity”); compare §1798.99.31(a)(3)–(4) to Bantam Books v. Sullivan, 372 U.S.

58, 68 (1963) (law “directly and designedly stopped the circulation of publications”). The AG’s

only role is to determine if a DPIA addresses all the required points. Compare §1798.99.31(a)(3)–

(4) to Se. Promotions, Ltd v. Conrad, 420 U.S. 546, 554 n.7 (1975) (“approval of an application

required some judgment as to the content and quality of the [theater] production”). It is only if the

Case 5:22-cv-08861-BLF   Document 51   Filed 04/21/23   Page 24 of 43



1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28
14

Defendant’s Opposition to Plaintiff’s Motion for Preliminary Injunction (5:22-cv-08861-BLF)

business does not cure or makes no effort to complete the DPIA that the Attorney General can

even attempt to seek penalties through a civil suit. Compare §1798.99.35(c) to Bantam Books,

372 U.S. at 71 (procedures were “radically deficient”).

Unlike the laws in the cases Plaintiff cites, the DPIA must address a “reasonably specific

and objective” list of subjects; compliance determinations are not left “to the whim of the

administrator.” Thomas v. Chi. Park Dist., 534 U.S. 316, 324 (2002); compare

§1798.99.31(a)(1)(B) to Interstate Cir., Inc. v. City of Dallas, 390 U.S. 676, 689–90 (1968)

(standards did not provide sufficient guidance), and Bantam Books, 372 U.S. at 71 (“statutory

mandate is vague and uninformative”). That a business may decide to discontinue or never launch

a service rather than complete a DPIA does not effect a prior restraint. See IDK v. Clark County,

836 F.2d 1185, 1196–97 (9th Cir. 1988) (license requirement “does not operate as a prior restraint

on expression”).

Policy Enforcement Provision: The Policy Enforcement Provision, §1798.99.31(a)(9),

permissibly holds online businesses accountable for doing what they say they are going to do.

Barnes v. Yahoo, Inc., 570 F.3d 1096, 1109 (9th Cir. 2009) (promissory estoppel contract claim

not precluded by Section 230); Cal. Bus. & Prof. Code §22575 (online businesses must abide by

posted privacy policies). The government has no control over any content and businesses remain

free to create whatever policies they want. They need not commit to taking actions that they do

not intend take to or are morally opposed to. See Willams v. Gerber Prods., Co., 552 F.3d 934,

939 n.3 (9th Cir. 2008) (“It is not difficult [for businesses] to choose statements, designs, and

devices which will not deceive.”). The policies Plaintiff submitted demonstrate the flexibility

businesses give themselves in determining how to respond to violations of their policies; most

include explicit language reserving final decisions about content exclusively to the website or its

moderators. See e.g., Docs. 29-4, 29-6; 29-7, 29-24; 29-26, 29-27. The Act does not permit the

Attorney General to rewrite or ignore these terms. Contrary to what Plaintiff suggests, Pl. Br. 10–

11, if a business, consistent with its publicly posted policies, has decided to remove or allow

content, there is nothing the Attorney General can do.

Further, for a business to publish policies and not abide by them is deceptive and
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misleading and thus renders the policy itself unprotected speech. Cent. Hudson Gas & Elec.

Corp. v. Pub. Serv. Comm’n of N.Y., 447 U.S. 557, 563 (1980); Litton Indus. Inc. v. FTC, 676

F.2d 364, 373 (9th Cir. 1982); Cal. Bus. & Prof. Code §17500 (prohibiting false or misleading

advertising). Indeed, “[i]t is an open question whether the prior restraint doctrine even applies to

commercial speech.” Hunt v. City of Los Angeles, 638 F.3d 703, 718 n.7 (2011) (citing cases).

Even if it does, requiring businesses to comply with their own posted policies does not authorize

the suppression of any protected speech or compel speech.

Age Estimation & Data Protection Provision: Requiring businesses to protect children’s

privacy and data implicates neither protected speech nor expressive conduct. This provision sets

forth the level of protections businesses must provide to children. §1798.99.31(a)(5). Businesses

that estimate the age of child users need only provide child users the data and privacy protections

appropriate to the risks that arise from the businesses’ data management practices. Id. Businesses

that do not estimate the age of child users must apply child-appropriate data and privacy

protections to all consumers. Id. The provision says nothing about content and does not require

businesses to block any content for users of any age.

Plaintiff’s challenge is based on mischaracterizations. Pl. Br. 12–13. The Act does not

require “age verification” or even age estimation; businesses can opt out of age estimation

entirely and instead provide the same data and privacy protections to everyone. Plaintiff contends

that either option will affect its member’s bottom line: they will either have to cover the costs of

age estimation or lose whatever revenue they obtain through providing lesser data and privacy

protection to all users. But the financial costs of complying with government regulation cannot

alone be the basis of a First Amendment claim. ASJA, 15 F.4th at 962.

Plaintiff’s inappropriate attempt to raise the third-party claims of children by arguing that

age estimation will force children to either comply with invasive age-verification requirements or

be deprived access to regulated businesses presents a false choice. See Marquez-Reyes v.

Garland, 36 F.4th 1195, 1201 (9th Cir. 2022) (explaining limitations on raising third-party rights)

(quoting L.A. Police Dep’t v. United Reporting Publ’g Corp., 528 U.S. 32, 38 (1999)). Further, if

businesses choose to engage in age estimation, nothing in the Act requires use of the most
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invasive age-estimation tools imaginable. To the contrary, businesses are instructed to use

“minimally invasive” tools, §1798.99.32(d)(3), and the estimation only need be appropriate to the

level of risk that their data management practices present, §1798.99.31(a)(5). Defendant has

provided multiple examples of such tools, Egelman Decl. ¶¶ 53–54; Radesky Decl. ¶ 96; ICO

Decl. ¶¶ 37–39, some of which are already being tested by NetChoice members, ICO Decl. ¶ 65,

and best practices for implementation will be available six months before businesses are required

to comply, §1798.99.32(e). See Lone Star Sec. & Video, Inc. v. City of Los Angeles, 827 F.3d

1192, 1199 (9th Cir. 2016) (in a facial challenge courts must consider government’s

“authoritative constructions, including . . . implementation and interpretation”).

Even if Plaintiff could raise claims based on children’s right to access information,

restricting businesses’ use of children’s data does not require barring children’s access to any

content. Unlike the broad content-based laws in cases Plaintiff cites, Pl. Br. 13, the Act does not

penalize providing any particular content. Compare e.g. §1798.99.31(b)(1) to Butler v. Michigan,

352 U.S. 380, 382–83 (1957) (law criminalized making certain books available to the public).

Children can have, and businesses can provide, access to any information the child seeks. See

Greater L.A., 742 F.3d at 431 (“[C]ontent-neutral injunctions that do not bar all avenues of

expression are not treated as prior restraints.”). Rather, the Act prevents businesses from

attempting to increase their profits by using children’s data to deliver them things they do not

want and have not asked for, such as ads for weight loss supplements and content promoting

violence and self-harm. Radesky Decl. ¶¶ 48, 62–68. Further, Plaintiff misplaces its reliance on

cases challenging content-based criminal statutes, like laws prohibiting child sexual exploitation,

where age verification of the minor involved could serve as either an affirmative defense to or

lack thereof as an element of the crime. See Pl. Br. 13–14 (citing cases). Age estimation plays a

completely different role here. And, the Act protects children’s anonymity by prohibiting

information used for age estimation from being used for any other purpose. §1798.99.31(b)(8).

3. AB 2273 is facially neutral

Even if AB 2273 does implicate First Amendment concerns, it is not subject to heightened

scrutiny because it is content, viewpoint, and speaker neutral. “[A] regulation that serves purposes
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unrelated to the content of expression is deemed neutral, even if it has an incidental effect on

some . . . messages but not others.” Doe v. Harris, 772 F.3d 563, 575 (9th Cir. 2014) (quoting

Ward, 491 U.S. at 791). Such a law is content neutral if it is “justified without reference to the

content of the regulated speech.” Id. at 574. On the other hand, a regulation is “facially content

based” if it “targets speech based on its communicative content,” “prohibit[s] public discussion of

an entire topic, or single[s] out specific subject matter for differential treatment.” Twitter Inc. v.

Garland, 61 F.4th 686, 697 (9th Cir. 2023) (citing cases).

To determine whether the Act’s “overriding objective” is content-neutral, the court reviews

“the Act and its various findings[.]” Turner, 512 U.S. at 646. In Turner, cable operators

challenged a federal rule requiring them to carry broadcast channels as part of their cable

packages. Id. at 631–32. In concluding that the “overriding Congressional purpose is unrelated to

the content of [operator’s] expression[,]” the Court cited Congress’s findings that the rule’s

purpose was to preserve access to free television programming—a “substantial and important”

government interest—which would be endangered if cable operators refused to carry broadcast

stations for economic reasons. Id. at 646–47. Though cable operators lost some discretion, “the

design and operation” of the rule did not have any of the markers of content-based regulation,

such as requiring or prohibiting particular ideas or points of view, penalizing operators because of

the content of their programming, compelling operators to affirm points of view with which they

disagree, or producing a net decrease in the amount of available speech. Id. at 647. In short,

because operators were free to carry whatever programming they wished on all stations not

subject to the must-carry rule, the rule was deemed content neutral. Id. at 646–47.

The same logic applies here. The Legislature clearly explained the Act’s purpose: to

“prioritize the privacy, safety, and well-being of children over commercial interests.”

§1798.99.29(b). Currently, businesses have an economic incentive to collect, use, buy, and sell

children’s data. Egelman Decl. ¶¶ 11–13; Radesky Decl. ¶¶ 33, 39, 64, 78, 101. It is these profit-

driven business practices, not any particular message, that AB 2273 restricts. The Act does not

carry any markers of content-based regulation. As long as businesses do not use children’s data,

they can continue to offer, provide access to, and recommend any content they want.
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Plaintiff’s assertion that the Act is “inherently content-based” because it prioritizes the

health and safety of minors, Pl. Br. 19, does not make it so. That some limitations on the use of

children’s personal information require businesses to consider knowledge they have about how

their actions affect children does not make the Act content-based. Those limitations are consistent

with the Act’s content-neutral purpose: to prioritize children’s safety and well-being over profit.

Plaintiff’s “ability to hypothesize a content-based purpose” that “rests on little more than

speculation” “does not cast doubt upon the [Act’s] content-neutral character.” Turner, 512 U.S. at

652. Nor should Plaintiff’s highly speculative claims that the DPIA and Policy Enforcement

provisions are content-based or compel speech cast any doubt. As described above, Arg. I.A.2,

these provisions are common forms of acceptable government regulation. The Act does not affect

businesses’ speech, require “inherently expressive” conduct, or otherwise “sufficiently interfere

with any message” of businesses. See FAIR, 547 U.S. at 64–65. Any impact on speech is merely

incidental to the Act’s regulation of conduct. Id. at 62.

Here, the court must ask whether the conduct the law restricts—using children’s personal

information—is expressive or communicative. Recycle for Change v. City of Oakland, 856 F.3d

666, 672 (9th Cir. 2017). It is not. And because it is not, creating exceptions to general bans on

such use (like allowing it where it is in the best interest of the child), even ones that refer to

content, do not present a constitutional problem. See Jacobs v. Clark County Sch. Dist., 526 F.3d

419, 433 (9th Cir. 2008) (exception to uniform policy did not render policy content-based); Perry

v. L.A. Police Dept., 121 F.3d 1365, 1369 (9th Cir. 1997) (neutral ban with exception that refers

to content is content neutral). Even if the law incidentally burdens businesses’ speech, the Act is

content neutral because, for all the reasons already explained, it is “justified without reference to

the content of the [allegedly] regulated speech.” Harris, 772 F.3d at 575.

For all of the reasons above, the Act is content neutral. For the same reasons that AB 2273

is generally applicable, it is not speaker-based. Plaintiff does not allege that it is viewpoint-based.

Thus, the Act is not subject to heightened scrutiny.

4. AB 2273 withstands any level of First Amendment scrutiny

a. At most, intermediate scrutiny applies
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If the Court determines the Act restricts speech and higher scrutiny is warranted, it should

apply, at most, intermediate scrutiny.

“[T]he Supreme Court has repeatedly held that a law restricting speech on a viewpoint and

content neutral basis is constitutional as long as it withstands intermediate scrutiny[.]” Jacobs,

526 F.3d at 434 (citing Turner, 512 U.S. at 661–62). The same is true of laws that have incidental

effects on expressive conduct. Id. (citing U.S. v. O’Brien, 391 U.S. 367, 376–77 (1968)). And

here, any speech the Act may implicate is commercial speech, which is also subject to

intermediate scrutiny. Cent. Hudson, 447 U.S. at 566. For example, businesses’ publicly posted

policies are supposed to aid consumers in deciding whether to engage with their products.

Egelman Decl. ¶ 24; Radesky Decl. ¶ 72. When consumers do engage with those products, the

business gains revenue. Egelman Decl. ¶¶ 11–13; Radesky Decl. ¶¶ 49, 55, 100. Indeed,

Plaintiff’s declarants’ objections and their alleged injury are based on the impact the Act will

have on their revenue. Pl. Br. 12–13, 30. Thus, there can be no doubt that regulated businesses

have “an economic motive for engaging in the [alleged] speech” with regard to the specific

products—services likely to be accessed by children—that the Act regulates. Am. Acad. of Pain

Mgmt. v. Joseph, 353 F.3d 1099, 1106 (9th Cir. 2004) (listing conditions for commercial speech)

(citing Bolger v. Youngs Drug Prods. Corp., 463 U.S. 60, 66–67 (1983)).

AB 2273 easily survives intermediate scrutiny. As described further below, Plaintiff’s

members’ business practices pose “real” risks to children, and the Act “in fact alleviates th[ose

risks] to a material degree” by reducing the use of those business practices. Edenfield v. Fane,

507 U.S. 761, 770–71 (1993); see also Coyote Publ’g v. Miller, 598 F.3d 592, 611 (9th Cir. 2010)

(“a reasonable fit between ends and means” meets intermediate scrutiny).

b. AB 2273 withstands strict scrutiny

A content-based speech regulation must survive strict scrutiny and, if it is the type of

restriction for which procedural safeguards are required, it must provide those safeguards. In re

Nat'l Sec. Letter, 33 F.4th 1058, 1071 (9th Cir. 2022). “Under strict scrutiny, restrictions may be

justified only if the government proves that they are narrowly tailored to serve compelling state

interests.” Id. at 1070. AB 2273 is not content based, but can withstand this scrutiny.
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“It is evident beyond the need for elaboration that a State’s interest in safeguarding the

physical and psychological well-being of a minor is compelling.” Ferris v. Santa Clara County,

891 F.2d 715, 717 (9th Cir. 1989) (quoting Globe Newspaper Co. v. Superior Court, 457 U.S.

596, 607 (1982)). Accordingly, courts “have sustained legislation aimed at protecting the physical

and emotional well-being of youth even when the laws have operated in the sensitive area of

constitutionally protected rights.” Id.; accord Sable Commc’ns of Cal., Inc. v. F.C.C., 492 U.S.

115, 126 (1989). Indeed, “the Supreme Court[] [has] repeated[ly] recogni[zed] that children

deserve special solicitude in the First Amendment balance because they lack the ability to access

and analyze fully the information presented through commercial media.” Anheuser-Busch, Inc. v.

Schmoke, 101 F.3d 325, 329–30 (4th Cir. 1996) (collecting cases).

 Under strict scrutiny, speech restrictions can be justified by “history, consensus, and simple

common sense[.]” Fla. Bar v. Went For It, Inc., 515 U.S. 618, 628 (1995). Where, as here, the

interest is “intuitive[,]” Williams-Yulee v. Fla. Bar, 575 U.S. 433, 445 (2015), or evident from “an

impressive historical pedigree” of “public disapproval” of the prohibited conduct, Coyote Publ’g,

598 F.3d at 604, little, if any, evidence is required. That children face significant barriers to

protecting their personal information online and face serious harms as a result is part of the

legislative findings and affirmed by Defendant’s experts’ testimony. See AB 2273, §1; Radesky

Decl. ¶¶ 21–72; Egelman Decl. ¶¶ 11–30, 49–51. Here, “an actual problem has been proved[.]”

U.S. v. Playboy Ent. Grp., Inc., 529 U.S. 803, 822 (2000).

And the Act is narrowly tailored. Even if the Act did restrict content, it is well established

that the government can regulate mediums that—like the internet—are “accessible to children[,]”

are “likely” to have children as an audience, and that “have established a uniquely pervasive

presence in the lives of all Americans[.]” Denver Area, 518 U.S. at 744–45. Under these

circumstances, a “permissive” approach that may restrict content, but does not ban it all together,

are “appropriate as a means of achieving the underlying purpose of protecting children.” Id. at

746. The Act regulates only those businesses that trade in personal information and are likely to

be accessed by children. It requires or prohibits specific actions that directly involve the

collection and use of children’s personal information. The Act need not advance its interest “in
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the least restrictive and least intrusive way[,]” G.K. Ltd. Travel v. City of Lake Oswego, 436 F.3d

1064, 1073–74 (9th Cir. 2006), and, here, the State’s interest would undoubtedly be “achieved

less effectively absent” the Act. Colacurcio v. City of Kent, 163 F.3d 545, 553 (9th Cir. 1998).

“[P]erfect tailoring” is not required and courts should avoid “wad[ing] into the swamp of

calibrating the individual mechanisms of a restriction” when applying strict scrutiny. In re Three

Nat’l Security Letters, 35 F.4th 1181, 1186 (9th Cir. 2022). In any case, Plaintiff’s proposed

alternatives are in no way “as effective in achieving the legitimate purpose” of this Act. Id.

Plaintiff’s parental-oversight alternative is a thinly veiled attempt to escape all regulation. Unlike

in cases Plaintiff cites, Pl. Br. 21–22, parents cannot simply block children from accessing any

online business that collects or uses their children’s personal information, Egelman Decl. ¶ 24–

31, 34 (user-based attempts to protect privacy are “futile”); Radesky Decl. ¶ 95 (“maintaining

digital privacy is a near impossible task” for parents). See Playboy, 529 U.S. at 816 (requiring

less restrictive alternative be “plausible”). Even if they could, such action would not be consistent

with the Act’s goals: to allow children to use the internet safely, not prevent them from using it

all. Indeed, “[i]t is the interest of youth itself, and of the whole community, that children be both

safeguarded from abuses and given opportunities for growth[.]” Prince v. Massachusetts, 321

U.S. 158, 165 (1944). Further, “[w]hile the supervision of children” on the internet “may best be

left to their parents, the knowledge that parental control or guidance cannot always be provided

and society’s transcendent interest in protecting the welfare of children justify reasonable

regulation[.]” Ginsberg v. New York, 390 U.S. 629, 640 (1968). In any case, relying on parental

involvement alone would leave vast swaths of children completely unprotected, thus undermining

“the State’s independent interest in the well-being of its youth[.]” Reno v. ACLU, 521 U.S. 844,

865 (1997); accord e.g., Ginsberg, 390 U.S. at 640–41. Plaintiff’s suggestion that COPPA

accomplishes the Act’s purpose fares no better. COPPA does not protect all children under 18 nor

apply to all businesses likely to be accessed by children.

Finally, the Act is not required to have the procedural safeguards necessary for “traditional

censorship regimes,” Twitter, 61 F.4th at 707, because those “are not required in the context of

government restrictions on the disclosure of information transmitted confidentially as part of a
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legitimate government process,” id., and may not apply where the challenged law “neither

requires a speaker to submit proposed speech for review and approval” nor “require[s] a speaker

to obtain a license before engaging in business[,]” Nat’l Sec. Letter, 33 F.4th at 1077. The Act

includes significant procedural safeguards, a cure period and court review, that are “sensitive to

the need to prevent First Amendment harms.” Twitter, 61 F.4th at 705.

5. AB 2273 is not overbroad

 “Invalidation for overbreadth is strong medicine that is not to be casually employed.” U.S.

v. Williams, 553 U.S. 285, 292 (2008). Plaintiff “bears the burden of demonstrating, from the text

of [the law] and from actual fact, that substantial overbreadth exists.” Gospel Missions of Am. v.

City of Los Angeles, 419 F.3d 1042, 1050 (9th Cir. 2005) (citing Virginia v. Hicks, 539 U.S. 113,

122 (2003)); see also Marquez-Reyes, 36 F.4th at 1202 (“it is impossible to determine whether a

statute reaches too far without first knowing what the statute covers.”). That the Act regulates

conduct, not speech, makes the bar even higher as “the overbreadth doctrine’s concern with

chilling protected speech attenuates as the otherwise unprotected behavior that it forbids the state

to sanction moves from pure speech towards conduct.” Hicks, 539 U.S. at 124. “[W]here conduct

and not merely speech is involved. . . the overbreadth of a statute must not only be real, but

substantial as well, judged in relation to the statutes plainly legitimate speech.” Gospel Mission,

419 F.3d at 1050 (citing Broadrick v. Oklahoma, 413 U.S. 601, 615 (1973)). Here, it is neither.

Plaintiff has failed to show why any of the conduct required or prohibited by the Act

“cannot constitutionally be subject to some regulation.” Gospel Mission, 419 F.3d at 1050.

Plaintiff relies on speculative arguments about children’s inability to access content, but, as

discussed above, nothing in the Act bars children from seeking, or businesses from providing

access to, any content. “The mere fact that one can conceive of some impermissible applications

of a statute is not sufficient to render it susceptible to an overbreadth challenge.” Williams, 553

U.S. at 303.

Plaintiff has not shown that the Act violates the First Amendment in any—let alone a

“substantial” number of—potential applications. Gospel Mission, 419 F.3d at 1050. Even if the

Act might reach some protected speech through its regulation of the use of children’s personal
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information, “it is not substantially overbroad relative to its legitimate sweep.” Id. “Whether a

statute’s chilling effect on legitimate speech is substantial should be judged in relation to what the

statute clearly proscribes.” Cal. Teachers Ass’n v. State Bd. of Educ., 271 F.3d 1141, 1151 (9th

Cir. 2001). For the same reasons the Act is narrowly tailored, it is not overbroad. The Act

prohibits certain businesses from using children’s personal information for specified reasons, “the

vast majority” of applications “raises no constitutional problems whatever.” Williams, 553 U.S. at

303. Further, “the overbreadth doctrine does not apply to commercial speech.” Village of

Hoffman Estates v. Flipside, Hoffman Estates, Inc., 455 U.S. 489, 496–97 (1982). Even if

Plaintiff identifies one particular set of circumstances where the First Amendment might protect

businesses’ use of children’s personal information, that would justify an as-applied challenge, not

pre-enforcement facial invalidation. Marquez-Reyes, 36 F.4th at 1207.

B. AB 2273 Is Not Unconstitutionally Vague

The Act is not void for vagueness. A law is not vague where it “give[s] adequate notice of

what conduct is prohibited and sufficient guidelines to prevent arbitrary and discriminatory

enforcement.” IDK, 836 F.2d at 1197–98. Because the “absence of a significant First Amendment

interest is . . . fatal to a facial challenge of a business regulation” unless “[it] is vague in all

possible applications[,]” id. at 1198, and laws should not be facially invalidated based on the

possibility of potential edge cases, Cal. Teachers, 271 F.3d at 1155, Plaintiff’s challenge must

fail. Although laws that “clearly implicate free speech rights” will “survive a facial challenge so

long as it is clear what the statute proscribes in the vast majority of its intended applications[,]”

Humanitarian Law Project v. U.S. Treasury Dep’t (“HLP”), 578 F.3d 1133, 1146–47 (9th Cir.

2009), that Plaintiff can hypothesize a way the law might be applied to speech does not mean that

the law is subject to a higher standard, Williams, 553 U.S. at 305–06. HLP, 578 F.3d at 1146–47

(applying all-applications test despite First Amendment claims); see also Flipside, 455 U.S. at

495 (same). In any case, “perfect clarity and precise guidance have never been required even of

regulations that restrict expressive activity.” Williams, 553 U.S. at 307. “The touchstone of a

facial vagueness challenge in the First Amendment context, . . ., is not whether some amount of

legitimate speech will be chilled; it is whether a substantial amount of legitimate speech will be
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chilled.” Cal. Teachers, 271 F.3d at 1152. The Act meets that standard.

It is well-established that modifiers such as “materially detrimental[,]” “a significant

number[,]” or “substantial effect” do not render a statute facially vague. See Cal. Teachers, 271

F.3d 1152–53 (“overwhelmingly” and “nearly all” are not vague) (citing cases). “Although the[se

terms] are not readily translated into a mathematical percentage, the First Amendment does not

require them to be.” Id. at 1152. Likewise, the “best interest of the child” standard appears in over

one hundred California statutes and dozens of federal statutes. It is not suddenly rendered vague

here. Nor is “likely to be accessed by children[,]” which is defined by statute, §1798.140(b)(4).

See IDK, 836 F.2d at 1198 (“terms are narrowly defined in the regulation” so are not vague).

Finally, “dark patterns” is a term defined by statute, §1798.140(l), is already regulated by

California law, and is commonly used in the tech field. Egelman Decl. ¶ 51; Radesky Decl ¶¶ 53–

56, 97.  These are “words of common understanding, to which no [regulated party] is a

stranger[,]” and thus are not unconstitutionally vague. Cal. Teachers, 271 F.3d at 1151–52.

Moreover, the dark patterns provision and several other challenged terms are modified by

scienter requirements. See e.g., §1798.99.31(b)(1), (7). The Act’s terms must be “read in context

with the entire provision[,]” Hunt, 638 F.3d at 714, and “[t]he Court has recognized that a scienter

requirement may mitigate a law’s vagueness, especially with respect to the adequacy of notice to

the complainant that [the] conduct is proscribed.” Cal. Teachers, 271 F.3d at 1154 (citing cases).

For this reason, Plaintiff’s stated fear that businesses will be unfairly penalized for an unknowing

violation of the Act is a red herring. For example, regardless of the child user’s age, if the

business did not know or did not have reason to know that its use of children’s data would harm

children, then the business is not liable. §1798.99.31(b)(1).

As explained above, businesses are not required to estimate children’s ages. They can

instead apply the same privacy and data protections to all users. And the concept of regulating

based on a consumer’s age is not novel. State, federal, and international law already provide data

privacy protections based on age. Similarly, Plaintiff’s argument that they do not understand what

makes certain practices “risky” is undermined by their own statements and common sense. As

Plaintiff’s declarants’ statements show, some businesses’ policies are more privacy protective
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than others and some businesses’ data collection practices are more expansive than others.

Compare Cairella Decl. ¶ 20 with Paolucci Decl. ¶ 3 and Masnick Decl ¶ 10. It is common sense

that less protective privacy policies and expansive collection of personal information are more

risky, and more protective privacy policies and minimized data collection are less risky. See Cal.

Teachers, 271 F.3d at 1151 n.8 (considering purpose of statute and common sense); Holder v.

Humanitarian Law Project, 561 U.S. 1, 32 n.6 (considering common sense and evidence).

Finally, “[f]acial invalidation is, manifestly, strong medicine that has been employed by the

Court sparingly and only as a last resort[,]” Cal. Teachers, 271 F.3d at 1155, and several other

factors here weigh against it. Most of Plaintiff’s members already are or should be in compliance

with the provisions challenged here because they are substantially similar to UK law. ICO Decl.

¶¶ 18–23, 65. Guidance from the UK is readily available. Id.  ¶¶ 35–52. Guidance in the form of

best practices and recommendations is forthcoming. §1798.99.32(d). Even after enforcement

begins, the Act provides for notice and a cure period, and no penalties can be assessed unless and

until a state court finds that a business violated the Act. §1798.99.35. Given the Act’s clear terms

and significant protections, Plaintiff’s facial vagueness challenge must fail.

C. AB 2273 Does Not Violate the Dormant Commerce Clause

The Commerce Clause grants Congress the power to regulate commerce among the several

States. U.S. Const. art. I, § 8, cl. 3. It has long been interpreted to include “an implicit restraint on

state authority[.]” United Haulers Ass’n v. Oneida-Herkimer Solid Waste Mgmt. Auth., 550 U.S.

330, 338 (2007). This “dormant” Commerce Clause “prohibits economic protectionism—that is,

regulatory measures designed to benefit in-state economic interests by burdening out-of-state

competitors.” New Energy Co. of Ind. v. Limbach, 486 U.S. 269, 273 (1988). Here, rather than

claiming a discriminatory purpose, Plaintiff alleges only that AB 2273 regulates extraterritorially

and that the law’s burden on interstate commerce outweighs its benefits.

1. AB 2273 does not regulate extraterritorially

The dormant Commerce Clause’s prohibition against extraterritorial legislation is narrow.

See, e.g., Pharm. Rsch. & Mfrs. of Am. v. Walsh, 538 U.S. 644, 669 (2003) (rejecting

extraterritoriality challenge where law regulating in-state sales allegedly affected out-of-state
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transactions). Plaintiff alleges that AB 2273 “applies to all operations of a provider that does

business in California,” including out-of-state operations. Pl. Br. 23 (citing cases). Not so. The

Act does not control a provider’s out-of-state operations. It regulates only a “business” that does

business in California, §1798.99.30(a), §1798.140(d), that provides an online service “likely to be

accessed by children,” §1798.99.31(a), who are residents of California §1798.99.30(b)(1),

§1798.99.30(a), (j), §1798.140(i). AB 2273 is thus distinguishable from the California statute

challenged in Publius v. Boyer-Vine, 237 F. Supp. 3d 997 (E.D. Cal. 2017), that “d[id] not limit

its application to California,” and as a result, had the effect of controlling conduct occurring

“anywhere in the country.” Id. at 1025.

In addition—and contrary to Plaintiff’s outdated view of internet technology—“internet

content providers can identify the geographic location of their users and target content based on

the location of the users.” Nat’l Fed’n of the Blind v. Target Corp., 452 F. Supp. 2d 946, 961

(N.D. Cal. 2006). Modern geolocation technology allows a business to tailor its website to

comply with AB 2273’s requirements—and indeed, has been widely-used by businesses to

comply with other California laws for users in California. Egelman Decl. ¶¶ 55–62.

Accordingly, the Ninth Circuit rejected a similar dormant Commerce Clause challenge. In

Greater Los Angeles, 742 F.3d 414, the Court held that a California law requiring closed

captioning on websites did not regulate extraterritorially because the law “applie[d] only to [the

business’s] videos as they [we]re accessed by California viewers, [and] d[id] not have the

practical effect of directly regulating conduct wholly outside of California.” Id. at 433. Because

that law required CNN to modify its website only for California visitors, “leav[ing] the remainder

[of its website] unchanged,” CNN could “avoid the potential for extraterritorial application” of

the law. Id. (citing Nat’l Fed’n of the Blind, 452 F. Supp. 2d at 961 (rejecting Target’s

extraterritoriality claim because it could make a version of its website for California users)). This

holding applies with equal force here. Plaintiff’s extraterritoriality claim should be rejected.

2. AB 2273 satisfies Pike balancing

Under the Pike balancing test, laws that “regulate[] even-handedly to effectuate a legitimate

local public interest” will be upheld unless the plaintiff establishes a cognizable burden on
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interstate commerce that “is clearly excessive in relation to the putative local benefits.” Pike v.

Bruce Church, Inc., 397 U.S. 137, 142 (1970). Plaintiff alleges that AB 2273 “poses a substantial

obstacle to interstate commerce” because it regulates subjects that purportedly require a uniform

system of regulation. Pl. Br. 24. The Ninth Circuit rejected that theory in Greater Los Angeles,

observing that CNN “already serves different versions of its home page depending on the visitor’s

country,” and it “provide[d] no explanation for why it could not do the same for California

residents.” 742 F.3d at 733. Thus, the supposed “conflicts,” Pl. Br. 24–25, between AB 2273 and

other states’ laws do not pose a cognizable burden; any provider’s choice to “self-censor content

in all fifty states[,]” id. 25, to avoid regulation is not an inevitable consequence of AB 2273.

Indeed, if this argument were accepted, few, if any, of the dozens of state laws Plaintiffs identify

would survive scrutiny under Pike.

Plaintiff also disregards AB 2273’s substantial local benefits. As described above, Arg.

I.A.4.b, it is undisputed that “safeguarding physical and psychological well-being of a minor is

compelling.” Ferber, 458 U.S. at 756–57; see also Radesky Decl. ¶¶ 45–85.

 None of the burdens Plaintiff alleges clearly exceed these established benefits.

D. AB 2273 Is Not Preempted by Federal Law

The Supremacy Clause “specifies that federal law is supreme in case of a conflict with state

law.” Murphy v. NCAA, 138 S. Ct. 1461, 1479 (2018). There are “three different types of

preemption—conflict, express, and field—but all of them work in the same way: Congress enacts

a law that imposes restrictions or confers rights on private actors; a state law confers rights or

imposes restrictions that conflict with the federal law; and therefore . . . the state law is

preempted.” Id. at 1480. Here, Plaintiffs rely on express and conflict preemption theories.

“Although express and conflict preemption are analytically distinct inquiries, they effectively

collapse into one when”—as here—“the preemption clause uses the term inconsistent.” Jones v.

Google LLC, 56 F.4th 735, 741 (9th Cir. 2022).

1. COPPA

COPPA sets minimum requirements for businesses that offer online services directed

toward children under 13, including requirements to obtain parental consent before collecting,
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using, or disclosing children’s personal information; provide notice of their privacy policies; and

give parents the ability to review and change their children’s personal information collected by

the operator. 15 U.S.C. §§6501–6506, 16 C.F.R. §§312.1–312.13. Plaintiff contends that because

AB 2273 provides protections that are more expansive than COPPA’s, AB 2273 replaces the

parental control conferred by COPPA with “a host of new and different state-imposed obligations

on services.” Pl. Br. 26.

This theory fails. AB 2273 does not—and cannot—replace any of COPPA’s requirements,

which would be in effect regardless of whether the California Legislature had enacted AB 2273.

And, COPPA’s preemption clause only prohibits states from imposing liability that is

“inconsistent with the treatment of those activities or actions under this section.” 15 U.S.C.

§6502(d). “[I]nconsistent” “refers to contradictory state law requirements, or to requirements that

stand as obstacles to federal objectives.” Jones, 56 F.4th at 740. “[S]tate laws that supplement, or

require the same thing, as federal law, do not stand[ ] as an obstacle, to Congress’s objectives, and

so are not inconsistent.” Id. at 740–41. COPPA sets minimum requirements for obtaining parental

consent for collection, use, or disclosure of personal information from children under 13, and AB

2273 supplements this by placing additional restrictions on the collection and use of children’s

personal information. See, e.g., §1798.99.31(b)(1). These criteria can apply simultaneously. As

confirmed by the Ninth Circuit, COPPA leaves room for states to enact laws that regulate in a

manner that is consistent with COPPA. Jones, 56 F.4th at 741–42. Because AB 2273

compliments, instead of contradicts COPPA, AB 2273 does not fall within the COPPA

preemption clause.

Plaintiff also argues that AB 2273 is preempted by COPPA because AB 2273 regulates

platforms likely to be accessed by children under 18, whereas COPPA regulates platforms

directed to children under 13, Pl. Br. 27. This argument assumes that COPPA’s regulation of

platforms directed to a subset of children invalidates state regulation of platforms directed to a

broader set of children, and appears to be based on a field preemption theory. To win on field

preemption claim, Plaintiff must show that “a framework of regulation [is] so pervasive . . . that

Congress left no room for the States to supplement it or [] there is a federal interest . . . so
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dominant that the federal system will be assumed to preclude enforcement of state laws on the

same subject.” Arizona v. United States, 567 U.S. 387, 399 (2012). Plaintiff has cited no case law

establishing that COPPA occupies the field in this manner. To the extent AB 2273 regulates more

platforms or an additional subset of children, it merely supplements—and is not “inconsistent

with”—COPPA. Jones, 56 F.4th at 740.

2. Section 230 of the Communications Decency Act

  Section 230 of the Communications Decency Act prohibits a “provider or user of an

interactive computer service” from being “treated as the publisher or speaker of any information

provided by another information content provider.” 47 U.S.C. §230(c)(1). It permits enforcement

of “any State law that is consistent with [Section 230]” and prohibits bringing a cause of action or

imposing liability that is “inconsistent[.]” 47 U.S.C. §230 (e)(3). Plaintiff’s preemption theory

here is that AB 2273’s requirements that businesses enforce their own published terms, policies,

and community standards, and AB 2273’s restrictions on the use of minors’ personal information,

are inconsistent with Section 230. Pl. Br. at 28–29. Neither of these theories has any merit.

Nothing in Section 230 prevents a State from holding businesses accountable for doing

what they say they are going to do, or preempts the numerous state laws regulating false

advertising or unfair business practices. And binding precedent explicitly holds that Section 230

does not prevent online businesses from being held liable for their own conduct. See, e.g.,

HomeAway.com, 918 F.3d 676 (rejecting Section 230 immunity for processing rental bookings

posted by others on website); Fair Hous. Council of San Fernando Valley v. Roommates.com,

LLC, 521 F.3d 1157 (9th Cir. 2008) (rejecting Section 230 immunity for designing website that

facilitates discrimination); Barnes, 570 F.3d 1096 (promissory estoppel claim not preempted

given company’s promise to remove fake profiles); cf. Doe v. Internet Brands, Inc., 824 F.3d 846,

852 (9th Cir. 2016) (Section 230 “does not declare a general immunity from liability deriving

from third-party content.”).

Likewise, AB 2273’s restrictions on the collection and use of children’s personal

information does not conflict with Section 230. As explained above, Arg.I.A.2, businesses can

continue to publish and provide children access to the content they search for. AB 2273 simply

Case 5:22-cv-08861-BLF   Document 51   Filed 04/21/23   Page 40 of 43



1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28
30

Defendant’s Opposition to Plaintiff’s Motion for Preliminary Injunction (5:22-cv-08861-BLF)

prevents businesses from using children’s personal information in specified ways. The fact that

Plaintiff’s members wish to use that information in connection with decisions about publishing

third-party content does not immunize the collection of children’s personal information from any

regulation by the States. It is well-established in this circuit that the government can restrict how

businesses collect and use consumer data without running afoul of Section 230. See

Roommates.com, 521 F.3d at 1171 (rejecting Section 230 immunity where “website is designed to

force subscribers to divulge” certain personal information). Indeed, COPPA itself places

limitations on the collection and use of children’s data; it is implausible that Congress intended

for Section 230 to preempt state-law data restrictions similar to those that Congress has itself

imposed. AB 2273 is not preempted by Section 230.

II. OTHER INJUNCTION FACTORS WEIGH AGAINST RELIEF

A plaintiff must establish that it will likely suffer irreparable harm if the injunction is not

granted. Winter, 555 U.S. at 22. As discussed above, Plaintiff has not been deprived of any

constitutional right. Because AB 2273 goes into effect on July 1, 2024, any allegation of

imminent enforcement fails. §1798.99.31. Plaintiff’s vague and speculative allegations of

financial injury are insufficient to support a finding of irreparable harm, Goldie’s Bookstore, Inc.

v. Sup. Ct. of Cal., 739 F2d 466, 472 (9th Cir. 1984), especially given that many of Plaintiff’s

members must already comply with a substantially similar UK law, ICO Decl. ¶¶ 18–23, 65.

The balance of equities and the public interest also militate against issuing an injunction.

Nken v. Holder, 556 U.S. 418, 435 (2009) (factors merge when government is party). It is in the

public interest to advance the safety and protection of minors. See e.g., Ferris, 891 F.2d at 717;

see generally Radesky Decl. ¶¶ 45–85 (children’s vulnerability and risks online), ¶¶ 86–103

(efficacy of AB 2273); Egelman Decl. ¶¶ 35–52 (children’s privacy and AB 2273). Further, an

injunction would inflict irreparable harm upon California by preventing enforcement of a statute

enacted by representatives of the people. Maryland v. King, 567 U.S. 1301, 1303 (2012) (Roberts,

C.J., in chambers). The balancing weighs sharply against granting the motion.

CONCLUSION

Plaintiff’s motion should be denied.
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Dated: April 21, 2023 Respectfully submitted,

ROB BONTA
Attorney General of California
ANYA M. BINSACCA
Supervising Deputy Attorney General
NICOLE KAU
Deputy Attorney General

/s/ Elizabeth K. Watson
ELIZABETH K. WATSON
Deputy Attorney General
Attorneys for Defendant
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ROB BONTA 
Attorney General of California 
ANYA M. BINSACCA, SBN 189613 
Supervising Deputy Attorney General 
NICOLE KAU, SBN 292026 
ELIZABETH K. WATSON, SBN 295221 
Deputy Attorneys General  
455 Golden Gate Avenue, Suite 11000 

San Francisco, CA  94102-7004 
Telephone:  (415) 510-3847 
E-mail:  Elizabeth.Watson@doj.ca.gov 

Attorneys for Defendant 
 

 

IN THE UNITED STATES DISTRICT COURT 

FOR THE NORTHERN DISTRICT OF CALIFORNIA 

SAN JOSE DIVISION 

 

NETCHOICE, LLC d/b/a NetChoice, 

Plaintiff, 

 v. 

ROB BONTA, ATTORNEY GENERAL OF 
THE STATE OF CALIFORNIA, in his 
official capacity,  

Defendant. 

5:22-cv-08861 

DECLARATION OF  
SERGE EGELMAN, PH.D. IN SUPPORT 
OF DEFENDANT’S OPPOSITION TO 
PLAINTIFF’S MOTION FOR 
PRELIMINARY INJUNCTION 
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 I, Serge Egelman, Ph.D., declare and state as follows: 

1. I submit this declaration in support of Defendant’s Opposition to Plaintiff’s 

Motion for Preliminary Injunction. 

BACKGROUND & QUALIFICATIONS 

2.  I am the Research Director of the Usable Security & Privacy Group at the 

International Computer Science Institute (ICSI), which is a non-profit research institute affiliated 

with the University of California, Berkeley. I also hold a position as a research scientist within the 

Electrical Engineering and Computer Sciences (EECS) Department at the University of 

California, Berkeley. I received my Ph.D. from Carnegie Mellon University’s School of 

Computer Science. My research has been cited over 11,000 times, and my h-index—the most 

common metric for scientific impact—is 50.1,2 

3. I have been performing research into online privacy for nearly twenty years. My 

research focuses on the interplay of online privacy and security and human factors; in short, I 

study consumer privacy and security decision making, consumer privacy preferences, privacy and 

security expectations, and how those expectations comport with reality. I have served as an 

invited expert for several web standards efforts that pertained to privacy and security, and have 

received over a dozen research awards (including best paper awards from two European data 

protection authorities, AEPD in Spain and CNIL in France; the USENIX Security Symposium 

Distinguished Paper Award, from one of the top academic computer security conferences; and 

seven paper awards from the Special Interest Group on Computer-Human Interaction [SIGCHI], 

the top human-computer interaction conference). 

4. Over the past decade, my laboratory has been studying the mobile app ecosystem, 

which has included building tools to detect when personal information is accessed by mobile apps 

and the third parties with whom they share it. We have used these tools in peer-reviewed 

published research studies about consumer privacy, including examining mobile apps’ 

compliance with various privacy regulations and platform policies. 

 
1 https://en.wikipedia.org/wiki/H-index 
2 https://scholar.google.com/citations?user=WN9t4n0AAAAJ&hl=en 
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5. One research study performed by my laboratory demonstrated that a majority of 

child-directed Android apps appeared to be violating COPPA,3 which led to major policy shifts 

by both Google and Apple, makers of the two leading mobile platforms. I have since been invited 

to give keynotes at several international conferences on child development and technology as an 

expert on online privacy as it pertains to children. I have also testified before the U.S. Senate on 

how COPPA can be improved to match the realities of modern technology, and have been asked 

to provide feedback on draft legislation from members of both houses of Congress. 

6. My curriculum vitae, which sets forth my experience and credentials more fully, is 

attached as Exhibit A. 

7. I have testified as an expert in the following cases: 

• Hart v. TWC Prod. & Tech. LLC, 526 F. Supp. 3d 592, Case No. 20-cv-03842-

JST (N.D. Cal. 2021) 

• District of Columbia v. Town Sports International, LLC, Case No. 2020 CA 003691 

B (D.C. Sup. Ct. 2020) 

• In re Vizio, Inc., Consumer Privacy Litig., 238 F. Supp. 3d 1204, (C.D. Cal. 2017) 

• In re Linkedin User Privacy Litigation, 932 F. Supp. 2d 1089 (N.D. Cal. 2013) 

• In re Netflix Privacy Litigation, Case No.: 5:11-CV-00379 EJD (N.D. Cal. 2012) 

8. I am being compensated in the above-entitled case at an hourly rate of $400/hour 

for preparing this declaration. My compensation is not in any way dependent on the outcome of 

this or any related proceeding. 

9. The opinions in this declaration are my expert opinions, which are based on my 

education and training, my peer-reviewed published research and the research of others, my 

knowledge of relevant technologies (including my reading of the public technical documents 

offered by NetChoice’s members about their capabilities), as well as my reading of the 

legislation. 

 
3 Irwin Reyes, Primal Wijesekera, Joel Reardon, Amit Elazari Bar On, Abbas 

Razaghpanah, Narseo Vallina-Rodriguez, and Serge Egelman. “Won’t Somebody Think of the 
Children?” Examining COPPA Compliance at Scale. Proceedings on Privacy Enhancing 
Technologies (PoPETS), 2018(3):63–83. 
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10. I have reviewed AB 2273, the California Children’s Age Appropriate Design Code 

(AADC) Act. In my expert opinion, this law is necessary to address realities of modern 

technology that have resulted in the exploitation of minors; its provisions are reasonable and 

technically feasible to adopt (i.e., the technologies necessary to comply are already in widespread 

use by NetChoice’s members), and I believe that they are substantially similar to policies in other 

jurisdictions within which NetChoice members operate. The law only applies to services that are 

likely to be used by children (rather than all online services), and only requires that companies 

take steps to limit harm to children, allowing them and their parents to make more informed 

decisions about their online activities and dissemination of their personal information. Services 

not likely to be used by children are unlikely to be impacted by this legislation; child-directed 

services can comply by simply limiting privacy-invasive tracking and considering potential harms 

to children. Similar laws already exist in other sectors, which society has accepted: that 

convenience stores cannot sell tobacco products and alcohol to minors is not viewed as tyrannical 

overreach or limitations on “freedom to innovate,” but instead as a commonsense safeguard. 

COLLECTION & USE OF PERSONAL INFORMATION ONLINE 

11. The “free” Internet is subsidized through the collection of users’ personal 

information for both advertising and analytics purposes. In the case of advertising, this means 

showing Internet users ads that are specifically tailored to their inferred interests. In the case of 

analytics, this means observing how users interact with the service in order to maximize its 

profitability (e.g., strategically placing in-app purchase opportunities based on users’ in-app 

behaviors, identifying the users most likely to buy expensive items based on their inferred 

demographics, manipulating users into spending more time using a service, etc.). In other cases, 

this may mean straight up selling the user data to third parties so that they may perform these 

activities and other yet-unknown use cases. 

12. Because so much of the Internet is supported by advertisements, one key metric 

that online services use is known as “engagement,” which refers to the amount of time that 

consumers spend using a service or the frequency of interactions that consumers have with that 

service. That is, the more time consumers spend using a service that displays ads, the more ads 
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that consumers are likely to be shown. Thus, many services collect analytics data to measure 

engagement and then use this data to develop features that are likely to lead to greater levels of 

engagement. For example, social media platforms have discovered that emotionally manipulating 

consumers based on what content they are shown results in greater levels of engagement,4 and 

therefore many of these platforms are optimized for this purpose.5 Facebook researchers 

previously showed that they can manipulate users’ content feeds to intentionally upset people, 

and that this emotional manipulation can then be spread to users’ connections.6  Another study 

found that moral outrage resulted in more “retweets” on Twitter (i.e., greater engagement due to 

users resharing a post),7 and others have found similar results on other social media platforms.8 

For this reason, conspiracy theories also result in greater levels of engagement and spread quickly 

online,9 since they make their believers angry (and cater to confirmation bias). Thus, platforms 

are incentivized to make their users angry so that there is more “engagement,” which results in 

more advertisements being viewed (due to more time spent on the platform), resulting in more 

revenue. 

13. Advertisements are targeted at users based on inferences about those users’ 

interests. Individual users’ interests are inferred based on data automatically collected from them: 

the services they use, how they use them, from where they use them, and so forth. In short, online 

and offline activities are tracked, which allows companies to maintain detailed profiles of 

individual user behavior, which in turn is used to predict users’ interests, preferences, and even 

demographics. The collected information may be used to predict a consumer’s religion, health 
 

4 Gilad Edelman, “Facebook Quietly Makes a Big Admission.” Wired, August 31, 2021. 
https://www.wired.com/story/facebook-quietly-makes-big-admission-political-content/ 

5 Filippo Menczer, “How ‘engagement’ makes you vulnerable to manipulation and 
misinformation on social media.” The Conversation, September 20, 2021. 
https://theconversation.com/how-engagement-makes-you-vulnerable-to-manipulation-and-
misinformation-on-social-media-145375 

6 Adam D. I. Kramer, Jamie E. Guillory, and Jeffrey T. Hancock. "Experimental evidence 
of massive-scale emotional contagion through social networks." Proceedings of the National 
Academy of Sciences 111.24 (2014): 8788-8790. 

7 William J. Brady et al. "Emotion shapes the diffusion of moralized content in social 
networks." Proceedings of the National Academy of Sciences 114.28 (2017): 7313-7318. 

8 Rui Fan et al. "Anger is more influential than joy: Sentiment correlation in Weibo." PloS 
one 9.10 (2014): e110184. 

9 Soroush Vosoughi, Deb Roy, and Sinan Aral. "The spread of true and false news 
online." Science 359.6380 (2018): 1146-1151. 
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conditions, sexual orientation, or political affiliation; some of this information may be revealed by 

the phone’s location alone (e.g., where they live, who they live with, where they work, etc.), or 

even by just the name of the app that is being used (e.g., revealing sexual orientation, religion, 

age, or socioeconomic status). 

14. Tracking of users’ online behaviors is made possible by “persistent identifiers.” 

An identifier is any piece of information that allows an individual—or device—to be uniquely 

identified. “Persistent” identifiers are identifiers that tend to not change over time.10 For example, 

motor vehicles have persistent identifiers in the form of license plates: a license plate uniquely 

identifies a vehicle and vehicles tend to have the same license plates over time. Thus, if someone 

records all the license plates at a particular place over time, they can determine how many times 

in that period any individual vehicle was there (and thus infer their operators’ activities). 

Similarly, if license plates are recorded at many different locations and that data is combined, one 

could reconstruct the movements of individual vehicles. Thus, combining a persistent identifier 

with information about where that identifier was observed (e.g., a website or mobile app) allows a 

data recipient to reconstruct an individual’s activities. Using this knowledge, one could infer 

information about their routines, preferences, demographics, and even relations and social 

connections. It is for this reason that persistent identifiers, including ones that identify personal 

devices—because they tend to be used by one individual—are categorized as personal 

information under various privacy laws (e.g., CCPA,11 COPPA,12 HIPAA,13 GDPR,14 GLBA15).16 

15. Online advertisements need not use consumers’ personal information: while the 

behavioral or targeted advertising described in the prior paragraphs relies on collecting personal 

information to infer users’ interests, contextual advertising does not. Contextual advertising refers 

to choosing ads based on what the user is doing in the moment: the type of website or online 

 
10 https://www.nnlm.gov/guides/data-glossary/persistent-unique-identifier 
11 Cal. Civ. Code § 1798.140(15). 
12 15 U.S.C § 6501(8)(F). 
13 45 C.F.R. § 164.514(b)(2)(i). 
14 GDPR Art. 4 (1). 
15 16 C.F.R. § 313.3. 
16 See, e.g., https://www.federalregister.gov/documents/2021/12/09/2021-

25736/standards-for-safeguarding-customer-information 
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service that the user is currently visiting, which is where the ad is to appear, and not based on a 

collected profile or tracking information. For example, a mattress review website does not need to 

collect personal information to know that visitors might be receptive to ads for mattresses or 

bedding. By definition, contextual advertising does not require the collection of consumers’ 

personal information, because it does not rely on the tracking of their online activities. 

16. In addition to questionable economic benefits, over half a century of published 

research on consumer behavior and preferences has demonstrated that consumers are opposed to 

this type of tracking by businesses. For example, when Westin performed consumer surveys on 

public privacy perceptions going back to the 1970s,17 he consistently found that a majority of the 

U.S. public are either “very” or “somewhat” concerned with how their personal information is 

collected and used by businesses. In 2001, one study found that as many as 64% of consumers 

refused to shop online due to privacy concerns.18 A Pew survey from 2020 found that more than 

half of Americans have refused to use certain products or services due to privacy concerns.19 In 

the past two decades, as more and more aspects of daily life have moved online, many consumers 

have also simply become resigned to having their information used in objectionable ways.20 A 

2019 Pew survey of consumers found that 62% of Americans do not believe it is possible to “go 

through daily life without companies collection data about them,” 79% are very or somewhat 

concerned about this, and 81% believe the risks of collecting this data outweigh the benefits.21 

17. While consumers are overwhelmingly opposed to this type of tracking and the 

profiling and resale of their information that it supports (one study of U.S. consumers found that 
 

17 Ponnurangam Kumaraguru and Lorrie Faith Cranor. "Privacy indexes: a survey of 
Westin's studies." Carnegie Mellon University Tech Report CMU-ISRI-5-138, 2005. 

18 M J. Culnan and Milne, G. R. “The Culnan-Milne Survey on Consumers & Online 
Privacy Notices: Summary of Responses.” In Interagency Public Workshop (Ed.) Get Noticed: 
Effective Financial Privacy Notices, Washington, D.C., 2001. 

19 Andrew Perrin, “Half of Americans have decided not to use a product or service 
because of privacy concerns.” Pew Research Center, August 14, 2020. 
https://www.pewresearch.org/fact-tank/2020/04/14/half-of-americans-have-decided-not-to-use-a-
product-or-service-because-of-privacy-concerns/ 

20 Nora A. Draper and Joseph Turow. "The corporate cultivation of digital 
resignation." New media & society 21.8 (2019): 1824-1839. 

21 Pew Research Center. “Americans and Privacy: Concerned, Confused and Feeling Lack 
of Control Over Their Personal Information.” Nov. 15, 2019. 
https://www.pewresearch.org/internet/2019/11/15/americans-and-privacy-concerned-confused-
and-feeling-lack-of-control-over-their-personal-information/ 
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up to 86% do not want ads that are tailored based on their online activities),22 consumers 

nonetheless continue to engage with services that appear to conflict with their stated privacy 

preferences. This is known as the “privacy paradox.” Some stakeholders like to point out this 

disconnect and use it to disingenuously claim that it means that consumers do not “really” care 

about privacy. But the published research on the privacy paradox demonstrates that this argument 

is incorrect, and that there are several rational explanations for the privacy paradox, which 

include lack of awareness of data collection methods, poor usability, mismatched incentives, and 

perceived lack of agency. 

18. In many cases, consumers simply do not understand when they are making 

decisions that will impact their privacy. For example, in a series of studies that I co-

authored,23,24,25 we presented subjects with different search engine interfaces, including one that 

annotated search results with privacy information; subjects were instructed to use the search 

engine to buy items from merchants of their choice. While all subjects expressed strong privacy 

preferences in a survey administered prior to the study (i.e., subjects were specifically screened 

for strong privacy preferences, so that we could explicitly test whether interface design impacted 

their ability to act on those preferences), we observed that without information about privacy 

practices presented in an easily-accessible manner, subjects made purchases from the cheapest 

merchants. Whereas when search results were annotated with privacy ratings, subjects were 

significantly more likely to make purchases from merchants with more agreeable privacy policies 

(i.e., better aligned with participants’ stated privacy preferences), even paying more money to do 

so. These and other studies demonstrate that people often act in ways that seem contrary to their 

 
22 J. Turow, J. King, C. J. Hoofnagle, A. Bleakley, and M. Hennessy (2009). “Americans 

Reject Tailored Advertising and Three Activities That Enable It.” 
https://doi.org/10.2139/ssrn.1478214 

23 Janice Y. Tsai Serge Egelman, Lorrie Cranor, and Alessandro Acquisti. "The effect of 
online privacy information on purchasing behavior: An experimental study." Information systems 
research 22, no. 2 (2011): 254-268. 

24 Serge Egelman, Janice Tsai, Lorrie Faith Cranor, and Alessandro Acquisti. "Timing is 
everything? The effects of timing and placement of online privacy indicators." In Proceedings of 
the SIGCHI Conference on Human Factors in Computing Systems, pp. 319-328. 2009. 

25 Julia Gideon, Lorrie Cranor, Serge Egelman, and Alessandro Acquisti. "Power strips, 
prophylactics, and privacy, oh my!." In Proceedings of the Second Symposium on Usable privacy 
and security, pp. 133-144. 2006. 
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stated privacy preferences when they are not fully aware of a business’s privacy practices (e.g., 

due to the well-documented problems with the “notice and consent” framework, i.e., expecting 

consumers to read and understand privacy policies, which I describe in subsequent sections). 

19. In other cases, convoluted user interfaces make it difficult for consumers to 

understand how to make privacy-protective decisions. This poor usability often results in 

consumers sharing personal information without ever being aware of it. For example, while 

studies have shown that consumers have concerns about sharing personal information with the 

wrong audiences on social media, they nonetheless continue to overshare,26 which has been 

shown to be the result of difficult-to-use privacy settings interfaces (or mismatches between the 

design of those interfaces and users’ mental models).27 One early study on the use of Facebook 

found that while participants expressed strong privacy preferences, they nonetheless shared 

sensitive information because more than one-in-five did not understand what Facebook’s privacy 

settings did or how to use them, and therefore did not change them from the overly-permissive 

defaults.28 In a study of file-sharing software, researchers discovered that due to convoluted 

privacy settings interfaces, many users were inadvertently sharing their entire hard drives.29 In a 

study of tools provided by the advertising industry to opt out of behavioral advertising on 

websites, the researchers observed: 

“Participants found many tools difficult to configure, and tools’ default settings were often 

minimally protective. Ineffective communication, confusing interfaces, and a lack of feedback led 

 
26 Maritza Johnson, Serge Egelman, and Steven M. Bellovin. 2012. Facebook and privacy: 

it's complicated. In Proceedings of the Eighth Symposium on Usable Privacy and Security 
(SOUPS '12). Association for Computing Machinery, New York, NY, USA, Article 9, 1–15. 
https://doi.org/10.1145/2335356.2335369 

27 Jennifer King, Airi Lampinen, and Alex Smolen. 2011. Privacy: is there an app for that? 
In Proceedings of the Seventh Symposium on Usable Privacy and Security (SOUPS '11). 
Association for Computing Machinery, New York, NY, USA, Article 12, 1–20. 
https://doi.org/10.1145/2078827.2078843 

28 Alessandro Acquisti and Ralph Gross. "Imagined communities: Awareness, information 
sharing, and privacy on the Facebook." In Privacy Enhancing Technologies: 6th International 
Workshop, PET 2006, Cambridge, UK, June 28-30, 2006, Revised Selected Papers 6, pp. 36-58. 
Springer Berlin Heidelberg, 2006. 

29 Nathaniel S. Good and Aaron Krekelberg. 2003. “Usability and privacy: a study of 
Kazaa P2P file-sharing.” In Proceedings of the SIGCHI Conference on Human Factors in 
Computing Systems (CHI '03). Association for Computing Machinery, New York, NY, USA, 
137–144. https://doi.org/10.1145/642611.642636 
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many participants to conclude that a tool was blocking [online behavioral advertising] when they 

had not properly configured it to do so. Without being familiar with many advertising companies 

and tracking technologies, it was difficult for participants to use the tools effectively.”30 

20. Incentives are also important when studying privacy tradeoffs. Privacy decisions 

are not made in a vacuum: that consumers engage with services that violate their privacy 

preferences is often an indictment of the lack of market choice rather than an indication that 

consumers are behaving hypocritically. Similarly, privacy is often not the only consideration: if 

the costs of protecting one’s privacy are unreasonably high (e.g., time invested learning to 

correctly use privacy settings, monetary costs, abstaining from social life, etc.), many consumers 

will engage with privacy-violative services because they cannot afford the alternatives. For 

example, I value my free time, but that I still show up to work does not make me a hypocrite. 

Similarly, when faced with the choice between protecting their privacy or engaging with their 

peers online, many younger people will choose the latter, despite the known privacy risks. Many 

studies have shown that despite the known privacy risks, many young people continue to use 

social media due to the fear of missing out.31,32,33 

21. Finally, many consumers simply do not believe they have agency when it comes to 

making online privacy decisions: because many believe that their privacy preferences will not be 

honored no matter the actions that they take, many choose to engage with privacy-violative 

services to extract benefits, believing that they will end up paying the privacy costs regardless. A 

2015 consumer survey concluded the following: 
 

30 Pedro Leon, Blase Ur, Richard Shay, Yang Wang, Rebecca Balebako, and Lorrie 
Cranor. "Why Johnny can't opt out: a usability evaluation of tools to limit online behavioral 
advertising." In Proceedings of the SIGCHI conference on human factors in computing systems, 
pp. 589-598. 2012. 

31 Vittoria Franchina, Mariek Vanden Abeele, Antonius J. Van Rooij, Gianluca Lo Coco, 
and Lieven De Marez. "Fear of missing out as a predictor of problematic social media use and 
phubbing behavior among Flemish adolescents." International journal of environmental research 
and public health 15, no. 10 (2018): 2319. 

32 Dmitri Rozgonjuk, Cornelia Sindermann, Jon D. Elhai, and Christian Montag. "Fear of 
Missing Out (FoMO) and social media’s impact on daily-life and productivity at work: Do 
WhatsApp, Facebook, Instagram, and Snapchat Use Disorders mediate that association?." 
Addictive Behaviors 110 (2020): 106487. 

33 Ine Beyens, Eline Frison, and Steven Eggermont. "“I don’t want to miss a thing”: 
Adolescents’ fear of missing out and its relationship to adolescents’ social needs, Facebook use, 
and Facebook related stress." Computers in Human Behavior 64 (2016): 1-8. 
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“[A] majority of Americans are resigned to giving up their data—and that is why many appear to 

be engaging in tradeoffs. Resignation occurs when a person believes an undesirable outcome is 

inevitable and feels powerless to stop it. Rather than feeling able to make choices, Americans 

believe it is futile to manage what companies can learn about them. Our study reveals that more 

than half do not want to lose control over their information but also believe this loss of control 

has already happened.”34 

22. A study specifically on young people and the privacy paradox observed: 

“Based on focus group interviews, we considered how young adults’ attitudes about privacy can 

be reconciled with their online behavior. The “privacy paradox” suggests that young people 

claim to care about privacy while simultaneously providing a great deal of personal information 

through social media. Our interviews revealed that young adults do understand and care about 

the potential risks associated with disclosing information online and engage in at least some 

privacy-protective behaviors on social media. However, they feel that once information is shared, 

it is ultimately out of their control. They attribute this to the opaque practices of institutions, the 

technological affordances of social media, and the concept of networked privacy, which 

acknowledges that individuals exist in social contexts where others can and do violate their 

privacy.”35 

23. Similarly, users continue to use apps that they find “creepy” due to a sense of 

learned helplessness: they do not believe that they have the power to control who receives their 

personal information when they participate in the digital economy.36  

 
34 Joseph Turow, Michael Hennessy, and Nora Draper. "The tradeoff fallacy: How 

marketers are misrepresenting American consumers and opening them up to 
exploitation." Available at SSRN 2820060 (2015). 

35 Eszter Hargittai, and Alice Marwick. "“What can I really do?” Explaining the privacy 
paradox with online apathy." International journal of communication 10 (2016): 21. 

36 Irina Shklovski, Scott D. Mainwaring, Halla Hrund Skúladóttir, and Höskuldur 
Borgthorsson. 2014. Leakiness and creepiness in app space: perceptions of privacy and mobile 
app use. In Proceedings of the SIGCHI Conference on Human Factors in Computing Systems 
(CHI '14). Association for Computing Machinery, New York, NY, USA, 2347–2356. 
https://doi.org/10.1145/2556288.2557421 

Case 5:22-cv-08861-BLF   Document 51-1   Filed 04/21/23   Page 11 of 29



1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

 

  12  

Declaration of Serge Egelman, Ph.D.  (5:22-cv-08861-BLF) 
 

TOOLS FOR LIMITING COLLECTION & USE OF PERSONAL INFORMATION 

24. Privacy Policies. Internet users have few tools to control their online privacy. 

Since the dawn of the Internet age, the primary framework for managing online privacy has been 

the “notice and consent” framework, whereby online services post privacy policies (“notice”) and 

consumers can choose whether to engage with services based on their understanding of those 

policies (“consent”). Unfortunately, this framework is fundamentally detached from reality: 

decades of research have demonstrated that consumers do not read these privacy policies, do not 

understand what they mean (when they do read them), and worse, privacy policies often do not 

accurately describe their services’ behaviors. 

25. In one study, in which participants were asked to explicitly confirm that they read 

and agreed to a website’s privacy policy, 80% clicked a box to affirm that they had done so 

despite not actually accessing or reading the policy.37 This number likely represents a lower 

bound, given the presence of “demand characteristics” (i.e., participants were in a laboratory 

setting and therefore were likely to pay more attention to the instructions than they likely would 

have in the real world), as well as the fact that most online services do not present users with 

interstitial messages demanding that they read and agree to their privacy policies: most privacy 

policies are accessed through discreet links outside the user’s field of focus. Another study found 

that privacy-concerned users were influenced by the mere presence of a privacy policy link, 

despite few reading the policies.38 This suggests that the mere presence of a privacy policy 

erroneously signals “good” privacy practices. 

26. Nonetheless, if users do opt to read privacy policies, it is often a significant time 

investment. In 2008, McDonald and Cranor showed that if users read the privacy policies for 

every website they accessed, they would need to spend up to 300 hours per year doing so 

 
37 Nili Steinfeld. "“I agree to the terms and conditions”: (How) do users read privacy 

policies online? An eye-tracking experiment." Computers in Human Behavior 55 (2016): 992-
1000. 

38 Jensen, Carlos, Colin Potts, and Christian Jensen. "Privacy practices of Internet users: 
Self-reports versus observed behavior." International Journal of Human-Computer Studies 63, 
no. 1-2 (2005): 203-227. 
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annually (based on average policy lengths, number of websites visited, and reading speeds).39 Of 

course, their estimate is based on data from 2008 that showed the average Internet user visits 

around 1,500 unique websites annually; 15 years later, the number of websites has proliferated, as 

has the amount of time that consumers spend online, which suggests that the time investment to 

read and understand privacy policies has only increased. 

27. It is also not clear that the time investment to read privacy policies is worthwhile 

for most consumers: several studies have shown that the privacy policies found on popular 

websites are written at the college level and therefore may not be understood by a significant 

proportion of the population (much less children).40,41,42 

28. Even when policies are noticed, read, and understood, they generally do not 

explain a service’s data practices in sufficient detail for consumers to make informed decisions. 

For example, despite CCPA and CalOPPA requiring that services post privacy policies, there are 

no requirements that force those services to name the specific third parties with whom they share 

data—they are only required to specify the broad categories of data recipients. Even though those 

third parties may have their own data practices that are documented in their own privacy policies, 

it is nearly impossible for consumers to inform themselves about those practices if they are unable 

to locate those additional privacy policies because they do not know the identities of the 

companies. Similarly, it is nearly impossible for consumers to understand the privacy practices of 

large companies that offer multiple services, as their privacy policies are often written in a 

manner that aggregates their practices across all of their offered services (e.g., Google’s privacy 

policy43 describes their data collection practices across all of their services and does not convey 

what data may be collected by Google Maps vs. Gmail vs. Docs vs. Search). 
 

39 Aleecia M. McDonald and Lorrie Faith Cranor. "The cost of reading privacy policies." 
I/S: A Journal of Law and Policy for the Information Society, 4 (2008): 543. 

40 Yuanxiang Li et al. "Online privacy policy of the thirty Dow Jones corporations: 
Compliance with FTC Fair Information Practice Principles and readability assessment." 
Communications of the IIMA 12.3 (2012): 5. 

41 Carlos Jensen and Colin Potts. "Privacy policies as decision-making tools: an evaluation 
of online privacy notices." Proceedings of the SIGCHI Conference on Human Factors in 
Computing Systems. 2004. 

42 George R. Milne, Mary J. Culnan, and Henry Greene. "A longitudinal assessment of 
online privacy notice readability." Journal of Public Policy & Marketing 25.2 (2006): 238-249. 

43 https://policies.google.com/privacy?hl=en-US 
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29. Blocking Cookies and Fingerprinting. In addition to reading privacy policies, 

there are some technologies that consumers can use in futile attempts to better protect their 

privacy. “Cookies” are data that websites store in consumers’ web browsers, which are then 

transmitted back to websites when visited in the future. This allows a website to recognize a user 

over time, without having to log in again (as well as allowing the website to “remember” other 

settings, such as a default language). Because cookies have been historically abused for invasive 

tracking and profiling,44 modern web browser software allows users to delete stored cookies or to 

block cookies set by third-party trackers altogether.  

30. However, deleting or blocking cookies is no longer an effective strategy, as 

tracking now occurs using other means that consumers cannot control.45,46 For example, unique 

“fingerprints”—the aggregation of several data points to create a unique identifier—can be 

constructed based on seemingly-benign information that is automatically transmitted to online 

services without user consent: software versions (e.g., the web browser and operating system), 

language settings, time zones, screen resolution, battery levels, etc.47,48 Even what fonts are 

installed on a computer, which are available to websites, can be used to uniquely identify a 

website visitor.49 Apps on mobile devices have additional data points available for constructing 

unique fingerprints to identify their users, all without the use of cookies, and with few actions that 

users can take to prevent this from occurring. Perversely, whether a user has configured privacy 

settings away from the defaults is often used as a data point for further tracking (i.e., while some 
 

44 J. R. Mayer and J. C. Mitchell, "Third-Party Web Tracking: Policy and Technology," 
2012 IEEE Symposium on Security and Privacy, San Francisco, CA, USA, 2012, pp. 413-427, 
doi: 10.1109/SP.2012.47. 

45 N. Nikiforakis, A. Kapravelos, W. Joosen, C. Kruegel, F. Piessens and G. Vigna, 
"Cookieless Monster: Exploring the Ecosystem of Web-Based Device Fingerprinting," 2013 
IEEE Symposium on Security and Privacy, Berkeley, CA, USA, 2013, pp. 541-555, doi: 
10.1109/SP.2013.43. 

46 R. Upathilake, Y. Li, and A. Matrawy, "A classification of web browser fingerprinting 
techniques," 2015 7th International Conference on New Technologies, Mobility and Security 
(NTMS), Paris, France, 2015, pp. 1-5, doi: 10.1109/NTMS.2015.7266460. 

47 Peter Eckersley. "How unique is your web browser?." In Privacy Enhancing 
Technologies: 10th International Symposium, PETS 2010, Berlin, Germany, July 21-23, 2010. 
Proceedings 10, pp. 1-18. Springer Berlin Heidelberg, 2010. 

48 https://amiunique.org/ 
49 David Fifield and Serge Egelman. "Fingerprinting web users through font metrics." 

Financial Cryptography and Data Security: 19th International Conference, FC 2015, San Juan, 
Puerto Rico, January 26-30, 2015, Revised Selected Papers 19. Springer Berlin Heidelberg, 2015. 
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web browsers can transmit a user-configurable “do not track” signal to websites, many websites 

choose not to honor this and instead use it as another source of entropy to identify and track 

users).50,51 

31. Every device connected to the Internet has an Internet Protocol (IP) address, which 

is used to route information to and from it. While IP addresses must be transmitted to send and 

receive data, they can also be used to track users over time. Since devices behind a firewall (e.g., 

a household WiFi router) will appear to the outside world to share the same IP address, the 

collection of IP addresses is often used as a way of performing “cross-device tracking,” which 

allows data recipients to infer when the same individual has moved from using a mobile device to 

a desktop computer to a smart TV; it also allows data recipients to infer when multiple 

individuals reside within the same household. For example, Meta’s privacy policy states that they 

collect “information about the network you connect your device to, including your IP address” to 

target advertisements and provide “business services” to unnamed partners.52 There is little that 

consumers can do to prevent this, without substantially degrading their online experiences. 

Worse, there is no way for consumers to know when this type of tracking is even occurring. 

32. Machine-Readable Privacy Policies. Over 20 years ago, due to the privacy 

concerns regarding cookies, online tracking, and the acknowledgement that natural language 

privacy policies are woefully inadequate, several proposals were put forth to create machine-

readable privacy policies. The idea behind these proposals was that consumers could use an 

interface to save their privacy preferences within their web browsers (or other software under 

their control), websites could post machine-readable policies, and then web browsers could act on 

consumers’ behalf to either alert them when encountering a website with a disagreeable privacy 

policy (determined by the browser’s automatic parsing of a website’s machine-readable policy), 

 
50 Geoffrey A. Fowler, “Think you’re anonymous online? A third of popular websites are 

‘fingerprinting’ you.” The Washington Post, October 31, 2019. 
https://www.washingtonpost.com/technology/2019/10/31/think-youre-anonymous-online-third-
popular-websites-are-fingerprinting-you/ 

51 Michael Simon, “Apple is removing the Do Not Track toggle from Safari, but for a 
good reason.” Macworld, February 6, 2019. https://www.macworld.com/article/232426/apple-
safari-removing-do-not-track.html 

52 https://www.facebook.com/privacy/policy/ 
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or take some other action (e.g., automatically negotiating a better policy, blocking cookies or 

other transmissions, etc.). One of these proposals became a web standard: the Platform for 

Privacy Preferences Project (P3P),53 was a web standard developed by the World Wide Web 

Consortium. (I served on the standards committee as an invited expert.) 

33. The P3P standard gained traction, with many industry stakeholders adopting it by 

posting “P3P policies” on their websites so that web browsers could automatically parse them and 

alert users when they encountered websites that violated those users’ stated privacy preferences. 

Microsoft’s Internet Explorer (IE) browser was the first major web browser to adopt P3P, and by 

default, IE would block third-party tracking cookies unless the website posted a P3P policy (and 

then would block third-party cookies in accordance with the user’s stated privacy preferences). In 

response, many companies (e.g., Amazon, Facebook, and Google) posted P3P policies that did 

not actually describe their privacy practices, but nonetheless tricked the IE browser into accepting 

their tracking cookies, due to the presence of a valid P3P header.54 One study of over 33,000 

websites observed that more than one third were transmitting P3P policies that appeared to be 

designed to circumvent IE’s cookie blocking (and did not accurately describe their sites’ actual 

privacy practices).55 (The same study found that many of these websites were certified 

participants in TRUSTe’s56 EU Safe Harbor industry self-regulation program, and concluded that 

such certified sites were no more likely to comply with the P3P standard than websites not 

certified.) Some of these P3P policies can still be found today when accessing the websites that 

include trackers from NetChoice members.57 For example, as of March 28, 2023, Google Ads58 

 
53 https://en.wikipedia.org/wiki/P3P 
54 Lorrie Faith Cranor, "Necessary but not sufficient: Standardized mechanisms for 

privacy notice and choice." J. on Telecomm. & High Tech. L. 10 (2012): 273. 
55 Pedro Giovanni Leon, Lorrie Faith Cranor, Aleecia M. McDonald, and Robert 

McGuire. 2010. Token attempt: the misrepresentation of website privacy policies through the 
misuse of p3p compact policy tokens. In Proceedings of the 9th annual ACM workshop on 
Privacy in the electronic society (WPES '10). Association for Computing Machinery, New York, 
NY, USA, 93–104. https://doi.org/10.1145/1866919.1866932 

56 TRUSTe is now known as “TrustArc.” 
57 Lorrie Faith Cranor, “Internet Explorer privacy protections also being circumvented by 

Google, Facebook, and many more.” Technology Academics Policy, February 18, 2021. 
https://www.techpolicy.com/Cranor_InternetExplorerPrivacyProtectionsBeing 

Circumvented-by-Google.aspx 
58 https://adservice.google.com/adsid/google/ui 
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transmits a P3P policy header, but the body of the policy is as follows: 

CP="This is not a P3P policy! See g.co/p3phelp for more info." 

34. Thus, I have come to the conclusion that voluntary online standards that aim to 

give consumers more control over their privacy are futile, as they are likely to be coopted. 

SPECIAL CONCERNS REGARDING CHILDREN’S PRIVACY 

35. This data monetization free-for-all is even more concerning when the data comes 

from children, who are unlikely to understand that this is happening, much less consent to it, but 

who could potentially face enormous impacts due to future usage of this data. This data may be 

used for manipulative marketing campaigns, but also may feed biased and unaccountable 

algorithms that use it to make decisions about a child’s future, not to mention outright malicious 

uses of the data (e.g., non-custodial parents purchasing location data to geolocate a child). 

36. In 2016 my research team decided to look at how well mobile apps directed at 

children appeared to be complying with COPPA, which has been in effect since 2000. We wrote 

bespoke instrumentation for the Android platform that allows us to run mobile apps and monitor 

exactly what personal information those apps access and with whom they share it.59,60,61,62,63 We 

also used our instrumentation to determine whether transmissions containing personal 

information were performed securely and confidentially. 
 

59 P. Wijesekera, A. Baokar, A. Hosseini, S. Egelman, D. Wagner, and K. Beznosov. 
“Android permissions remystified: A field study on contextual integrity.” In Proceedings of the 
24th USENIX Security Symposium (USENIX Security 15), pages 499–514, Washington, D.C., 
Aug. 2015. USENIX Association. 

60 P. Wijesekera, A. Baokar, L. Tsai, J. Reardon, S. Egelman, D. Wagner, and K. 
Beznosov. “The feasability of dynamically granted permissions: aligning mobile privacy with 
user preferences.” In Proceedings of the 2017 IEEE Symposium on Security and Privacy, Oakland 
’17. IEEE Computer Society, 2017. 

61 P. Wijesekera, J. Reardon, I. Reyes, L. Tsai, J.-W. Chen, N. Good, D. Wagner, K. 
Beznosov, and S. Egelman. “Contextualizing privacy decisions for better prediction (and 
protection).” In Proceedings of the 2018 CHI Conference on Human Factors in Computing 
Systems, CHI ’18, pages 1–13, New York, NY, USA, 2018. Association for Computing 
Machinery. 

62 J. Reardon, A. Feal, P. Wijesekera, A. E. B. On, N. Vallina-Rodriguez, and S. Egelman. 
“50 Ways to Leak Your Data: An Exploration of Apps’ Circumvention of the Android 
Permissions System.” In Proceedings of the 24th USENIX Security Symposium, USENIX Security 
’19, Berkeley, CA, USA, 2019. USENIX Association. 

63 We wrote our tools for Google’s Android platform only because it is open source: 
having the source code for the operating system allowed us to modify it for this purpose; at the 
time, we didn’t look at Apple’s iOS simply because we didn’t have the source code to add the 
same level of instrumentation. 
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37. Starting in late 2016, we began downloading as many free apps in the “Designed 

for Families” (DFF) program as we could find, which ended up being just under 6,000 apps.64 

The DFF program is a section of the Play Store, Google’s centralized Android app market, which 

is exclusively for apps that are directed to children. Mobile app developers must participate in the 

program when they upload their app and disclose to Google that it is directed at children. As part 

of the program, they must affirm to Google that their app is in compliance with COPPA. Our goal 

was to evaluate whether that appeared to be the case in practice. 

38. Of the child-directed apps that we tested, more than half appeared to be violating 

COPPA in one way or another: 5% collected location or other contact information and 19% 

collected personal information without verifiable parental consent and shared them with third 

parties whose public disclosures indicated they would use them for prohibited purposes (e.g., 

behavioral advertising); 40% transmitted personal information insecurely. Separately, 39% 

appeared to be violating Google’s platform policies (i.e., an example of industry self-regulation) 

surrounding the collection of persistent identifiers for advertising and analytics purposes.65 

39. We also examined mobile apps that had been certified by the COPPA Safe Harbor 

programs, meaning that the app developer claimed to participate in a private FTC-approved 

compliance-certification program.66 (We found it extraordinarily difficult to identify which 

mobile apps had actually been certified; none of the programs we contacted were willing to share 

lists of apps with us, and most of their websites did not provide this information.) Of the 237 apps 

we found that claimed to be Safe Harbor certified, 64% appeared to violate Google’s policies on 

transmitting identifiers for advertising/analytics purposes, 33% transmitted personal information 

to prohibited third parties, and 32% transmitted personal information insecurely. We concluded 

that the apps that we examined, which claimed to be certified as COPPA-compliant by Safe 

Harbor programs, were no more likely to protect children’s personal information than apps that 

 
64 Reyes et al., supra note 3. 
65 Ibid. 
66 16 C.F.R. § 312.11. 
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had not been certified by these programs.67 (This result is consistent with prior research on 

adverse selection in industry self-regulatory certification programs.)68 

40. Thus, based on this research, I have come to the conclusion that voluntary industry 

self-regulatory programs are ineffective, and do not lead to better outcomes for consumers. 

41. Similarly, through this research, I identified several additional gaps in regulation 

(beyond the inadequacy of the Safe Harbor programs), that I recommended be fixed in my U.S. 

Senate testimony.69 Particularly relevant here are COPPA’s “internal operations” exemption70 and 

“actual knowledge” standard.71  

42. Generally, websites and other online services must obtain verifiable parental 

consent before disclosing children’s personal information to third parties, unless it is to support 

the service’s internal operations and is not used for any other purpose. However, from a technical 

standpoint, most internal operations do not strictly require the collection of persistent identifiers 

that can be used to track children’s activities across different services. In fact, both major 

platforms provide guidelines on how software developers can perform these activities without 

collecting advertising identifiers or non-resettable device identifiers.72,73 For example, by 

definition, “contextual advertising” involves showing consumers ads without using data 

previously collected about them, and therefore no personal information is needed to show 

contextual ads. To prevent one user from being shown the same ad repeatedly (known as 

“frequency capping”), a session-based or installation-based identifier should be used, such that 

the collected data cannot be used to track the user across other services. 

 
67 Reyes et al., supra note 3. 
68 Benjamin Edelman. "Adverse selection in online" trust" certifications." In Proceedings 

of the 11th International Conference on Electronic Commerce, pp. 205-212. 2009. 
69 U.S. Congress. Hearing of the Subcommittee on Consumer Protection, Product Safety, 

and Data Security of the Committee on Commerce, Scient, and Transportation. Hearing on 
“Protecting Kids Online: Internet Privacy and Manipulative Marketing.” Testimony of Serge 
Egelman, 2021. https://www.commerce.senate.gov/services/files/0DC78E9D-88B2-4D54-8F4A-
AE7B4C7D0EF6 

70 15 U.S.C. § 6501(4)(A). 
71 15 U.S.C. § 6501(4)(B). 
72 Google, “Best Practices for Unique Identifiers.” April 6, 2023. 

https://developer.android.com/training/articles/user-data-ids 
73 Apple, “User Privacy and Data Use.” 2023. https://developer.apple.com/app-store/user-

privacy-and-data-use/ 
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43. Nonetheless, in the course of my research, I have noticed that many privacy 

policies associated with child-directed services use the phrase “internal operations,” when 

describing the flow of children’s personal information to third parties. In many of these cases, 

these third parties are advertisers whose public disclosures indicate that they may use the data for 

COPPA-prohibited purposes. Thus, I have concluded that for many developers, the phrase 

“internal operations” appears to be a shibboleth used to justify privacy-invasive practices. 

44. Secondly, COPPA’s “actual knowledge” standard, by which it must be shown that 

an individual within these third-party organizations knew that they received data from children,  

incentivizes data recipients to simply look the other way if and when they receive children’s 

personal information, even when those third-party transmissions also include the names of the 

apps or websites that are transmitting them the data. Many of these data recipients are advertising 

and/or analytics companies that publicly advertise their abilities to target ads based on inferring 

the demographics of users of the services sending them data. Furthermore, there are many 

commercial services that purport to provide the target demographics of a given mobile app or a 

website, and thus determining whether or not a service is directed at children is readily 

ascertainable.  

45. For example, ironSource is a targeted advertising company that we observed 

receiving personal information from child-directed apps.74 Their privacy policy stated they did 

not knowingly receive personal information from children under 13, a point which was reiterated 

to my laboratory in a letter from their general counsel.75 In my response, I pointed out that all 

developers wishing to use ironSource’s services must provide a company name at sign-up, and we 

observed companies with the following names sending them personal information: “Arial & 

Babies,” “Androbaby,” “Babies Funny World,” “BabyBus Kids Games,” “For Little Kids,” 

“GameForKids,” and “KidsUnityApps.” From these developer names provided to ironSource, the 

resulting data was likely coming from children. However, ironSource can deny actual knowledge, 

 
74 Reyes et al., supra note 3. 
75 Serge Egelman, “We get letters.” The AppCensus Blog, May 10, 2018. 

https://blog.appcensus.io/2018/05/10/we-get-letters/ 
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so long as no human within the company looks at the data that they are soliciting from developers 

who use their services.  

CALIFORNIA CHILDREN’S AGE-APPROPRIATE DESIGN CODE ACT 

46. From my understanding of the California Age-Appropriate Design Code Act 

(AADC), I believe that several of the privacy problems I have identified in my research will be 

addressed, and that technology to comply with the AADC is already in widespread use (including 

by NetChoice’s members). 

47. I understand that the AADC requires that businesses that provide services, 

products or features likely to be accessed by children perform Data Privacy Impact Assessments, 

which includes identifying potential risks to children and how to mitigate those risks, as well as 

requiring that privacy notices be accessible and that user-configurable privacy settings are set to a 

high level (unless the business has a compelling reason not to). It also prohibits those same 

businesses from misleading their users about their policies and procedures, profiling child users 

(unless it is in the best interest of the child), collecting location data for purposes beyond 

determining AADC applicability, and sharing personal information with third parties for 

secondary purposes. 

48. I understand that the AADC requires that DPIAs consider whether algorithms 

could result in harm to children. An algorithm is simply a sequence of operations: there is often 

an input, calculations are performed on that input, and then the results of those calculations are 

provided as output. Within the context of online services, algorithms are used for everything from 

recommending content to users to inferring a user’s preferences and traits for purposes such as 

targeted advertising. There is no such thing as a “neutral” algorithm: algorithms are designed for 

specific purposes. One algorithm might be designed to show ads that maximize ad revenue, 

whereas another might be designed to optimize engagement through content recommendations; 

other algorithms might be used for more mundane tasks, such as sorting items chronologically or 

alphabetically. For example, in determining the tweets that appear in a user’s feed (of the 

hundreds of millions sent per day), Twitter weighs factors such as the number of likes, retweets, 
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social relations, recency, perceived topic relevance, and use of embedded media, among other 

factors.76 

49. While some algorithms might make objective decisions (e.g., correctly sorting a 

list of items by date), others are subjective and therefore less straightforward to audit for 

correctness (e.g., recommending content and choosing advertisements to display).77 Algorithms 

are increasingly being used to make decisions about individuals that can have profound 

consequences, such as extending credit, housing, insurance, employment, or school admissions; 

in many cases there is little transparency or recourse surrounding these decisions, as they are 

made automatically and opaquely, and may also use incorrect or biased data.78 Most adults do not 

understand if, when, and how these decisions are being made, children less so. 

50. Algorithms that are optimized for increasing user engagement can also result in 

harm to consumers. For example, there was public outrage when the public learned that Facebook 

was using its content recommendation algorithms to intentionally cause emotional distress among 

its users. (Facebook researchers found that emotionally-charged posts were more likely to lead to 

user engagement; Facebook thus has an incentive to use its algorithms to prioritize showing users 

posts that are likely to evoke emotional responses.)79 

51. The AADC regulates the use of so-called “dark patterns.” Dark patterns are design 

choices that are used to “nudge” the user into making a decision that is advantageous to the 

business. For example, making it easier to sign up for a service than cancel it is a dark pattern, as 

is the use of artificial scarcity (e.g., countdown timers to convey a sense of urgency or “limited 

 
76 Josiah Hughes, “How the Twitter Algorithm Works [2023 Guide].” Hootsuite, 

December 14, 2022. https://blog.hootsuite.com/twitter-algorithm/ 
77 Zeynep Tufekci, "Algorithmic Harms beyond Facebook and Google: Emergent 

Challenges of Computational Agency," Colorado Technology Law Journal 13, no. 2 (2015): 203-
218. 

78 Danielle Keats Citron and Pasquale, Frank A., “The Scored Society: Due Process for 
Automated Predictions” (2014). Washington Law Review, Vol. 89, 2014, p. 1-, U of Maryland 
Legal Studies Research Paper No. 2014-8, Available at SSRN: https://ssrn.com/abstract=2376209 

79 Kashmir Hill, “Facebook Manipulated 689,003 Users' Emotions For Science.” Forbes, 
June 28, 2014. https://www.forbes.com/sites/kashmirhill/2014/06/28/facebook-manipulated-
689003-users-emotions-for-science/ 
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time” offers).80 Research shows that these techniques are prevalent in child-directed online 

services,81 and that children are likely to be more susceptible to manipulations than adults.82 

52. Given the problems with privacy policies and the lack of consumer understanding 

explained above, I believe the AADC addresses this issue by requiring the language to be 

understandable by target audiences (when their online services are likely to be accessed by 

children). 

53. I understand that the Plaintiff in this case argues that they are unable to estimate 

the approximate ages of their users. However, the law does not appear to be proscriptive as to 

how services used by children should perform age estimation. Many such technologies exist, 

which all have benefits and drawbacks. For example, France’s data protection agency, CNIL, 

published a guide to choosing appropriate technologies.83 The report recommends that to balance 

user privacy with age estimation accuracy, services should not perform age estimation 

themselves, but instead should use independent third parties who can confidentially make 

guarantees to relying child-directed services without revealing additional personal information. 

54. The report84 also links to a prototype “implementation of an age-verification 

system that allows accessing restricted websites without sharing other personally identifiable 

data.”85 The recommended system is based on “zero-knowledge proofs,” a concept in 

 
80 Sara Morrison, “Dark patterns, the tricks websites use to make you say yes, explained.” 

Vox, April 1, 2021. https://www.vox.com/recode/22351108/dark-patterns-ui-web-design-privacy 
81 J. Radesky, A. Hiniker, C. McLaren, E. Akgun, A. Schaller, H. M. Weeks, S. Campbell, 

& A. N. Gearhardt (2022). “Prevalence and Characteristics of Manipulative Design in Mobile 
Applications Used by Children.” JAMA network open, 5(6), e2217641. 
https://doi.org/10.1001/jamanetworkopen.2022.17641 

82Dale Kunkel, Brian L. Wilcox, Joanne Cantor, Edward Palmer, Susan Linn, and Peter 
Dowrick. "Report of the APA task force on advertising and children." Washington, DC: 
American Psychological Association 30 (2004): 60. 

83 CNIL, “Online age verification: balancing privacy and the protection of minors.” 
September 22, 2022. https://www.cnil.fr/en/online-age-verification-balancing-privacy-and-
protection-minors 

84 Ibid. 
85 CNIL, “Demonstration of a privacy-preserving age verification process.” June 23, 2022. 

https://linc.cnil.fr/demonstration-privacy-preserving-age-verification-process 
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cryptography that has been well-known for almost 40 years now,86,87 which allows an entity to 

prove the validity of a statement without revealing additional details about that statement. As the 

CNIL report explains, this technology could easily be used to prove to relying online services that 

a user is above or below the age of 18 without revealing additional personal information about 

that user. 

55. I understand that Plaintiff implies that it is not possible to reliably determine 

Internet users’ geographic locations in order to determine which regulations apply. This is 

incorrect. There are many widely-used methods for identifying where in the world an Internet 

user is physically located. At the most basic level, public and private databases exist that map IP 

addresses—again, these are transmitted with every Internet connection—to physical locations. 

This technology is known as “geoIP” and is used by many Internet services to automatically 

determine where in the world their users come from. For example, MaxMind provides a free 

database for this purpose that claims 99.8% accuracy in determining a user’s country and 80% 

accuracy for state/region.88 Private databases, such as those maintained by several of NetChoice’s 

members, are likely to be more accurate. 

56. For example, Meta is already using geoIP data to automatically determine which 

Internet users should receive protections under CCPA/CPRA. Their documentation explains: “we 

will determine if a person is in California or not based on certain available signals which may 

include IP address or advertising ID, when those are available.”89 Google similarly automatically 

detects when users are located in California for the purposes of CCPA/CPRA compliance: “you 

can select the advertising partners that are eligible to receive bid requests for users Google 

determines are in California.”90 
 

86 S. Goldwasser, S. Micali, and C. Rackoff. 1985. The knowledge complexity of 
interactive proof-systems. In Proceedings of the seventeenth annual ACM symposium on Theory 
of computing (STOC '85). Association for Computing Machinery, New York, NY, USA, 291–
304. https://doi.org/10.1145/22145.22178 

87 U. Fiege, A. Fiat, and A. Shamir. 1987. Zero knowledge proofs of identity. In 
Proceedings of the nineteenth annual ACM symposium on Theory of computing (STOC '87). 
Association for Computing Machinery, New York, NY, USA, 210–217. 
https://doi.org/10.1145/28395.28419 

88 https://support.maxmind.com/hc/en-us/articles/4407630607131-Geolocation-Accuracy 
89 https://www.facebook.com/business/help/1151133471911882 
90 https://support.google.com/adsense/answer/9560818?hl=en 
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57. Both companies named above also allow their customers to specifically target ads 

to Internet users located within California. For example, here is a true and correct screenshot from 

Google Ads’, https://ads.google.com/, accessed on March 28, 2023, targeting configuration 

interface, which allows advertisers to show ads to people specifically located within California: 
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58. Below is a true and correct screenshot from Meta’s Business Help Center website, 

https://www.facebook.com/business/help/365561350785642?id=176276233019487, accessed on 

March 28, 2023, describing how their customers can target ads to residents of specific states:  

 

59. Yahoo!, another NetChoice member, also allows their customers to target ads to 

Internet users in specific states, even using California as an example. Below is a true and correct 

screenshot from Yahoo!’s Developer Network website, 

https://developer.yahoo.com/dsp/docs/lines/targeting-geos.html#target-geographic-areas, 

accessed on March 28, 2023:  
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60. In addition to geoIP lookups using available tools (many of which are already in 

use by NetChoice’s members, and in many cases geolocating users to California for the purpose 

of determining CCPA/CPRA applicability), other methods exist for geolocating users, such as 

access to GPS hardware or other device sensors. For example, mobile apps running on the 

Android platform have access to Google’s Geolocation services, which use nearby cellular towers 

and WiFi networks to determine the user’s location, including providing the accuracy radius.91 

 
91 https://developers.google.com/maps/documentation/geolocation/overview 
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Apple’s iOS platform offers similar functionality, which also make use of nearby cellular 

networks, WiFi hotspots, and other sensor data.92  

61. Similarly, all of the major web browsers support functionality to geolocate their 

users, 93  which usually makes use of multiple methods, including using WiFi network 

information, GPS hardware, geoIP databases, and other data sources. Using these methods, the 

operators of online services have the ability to identify their users with street-level accuracy. 

62. Thus, the technology to identify California consumers within a reasonable degree 

of accuracy already exists and is already in use by many of NetChoice’s members. 

OPINIONS 

63. For the reasons I set out in this declaration, I believe that the AADC takes a 

reasonable approach to children’s online safety. Based on my research and experience, consumers 

broadly believe that they are being protected by privacy laws that simply do not exist. Requiring 

online services to disclose policies in a manner accessible to their users and that they enforce 

those policies would go a long way towards helping consumers make informed decisions about 

their personal privacy.   

64. The technologies needed to comply with the AADC’s requirements already exist 

and are already in widespread use. Behaviors that the AADC prohibits have already been 

prohibited by major platforms. For example, child-directed Android apps are prohibited from 

collecting location data or performing behavioral advertising.94  

65. As demonstrated above, consumers overwhelming want the practices this law 

requires for services that are likely to be accessed by children: limiting privacy-invasive tracking, 

providing safe defaults, and considering the harm to their users.  

66. Finally, I believe that it is reasonable for services likely to be used by children to 

consider the harm they may have on their users. In fact, I think it’s not unreasonable to ask that 

the offeror of any product or service consider the harm they might be causing to others.  

 
 

92 https://developer.apple.com/documentation/corelocation 
93 https://developer.mozilla.org/en-US/docs/Web/API/Geolocation_API 
94 https://support.google.com/googleplay/android-developer/answer/9893335?hl=en 
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 I declare under penalty of perjury that the foregoing is true and correct. Executed on this 

20th, day of April, 2023 in Berkeley, California. 

 

 
 

          

Serge Egelman, Ph.D.    
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’13), 2013, Paris, France.
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Does My Password Go up to Eleven? The Impact of Password Meters on Password Selection
Egelman, S., Sotirakopoulos, A., Muslukhov, I., Beznosov, K., and Herley, C. Proceedings of the
SIGCHI Conference on Human Factors in Computing Systems (CHI ’13), 2013, Paris, France.

When It’s Better to Ask Forgiveness than Get Permission: Attribution Mechanisms for Smart-
phone Resources
Thompson, C., Johnson, M., Egelman, S., Wagner, D., and King, J. Proceedings of the Ninth Sym-
posium on Usable Privacy and Security (SOUPS ’13), 2013, Newcastle, United Kingdom.

Android permissions: user attention, comprehension, and behavior
Felt, A. P., Ha, E., Egelman, S., Haney, A., Chin, E., and Wagner, D. Proceedings of the Eighth Sym-
posium on Usable Privacy and Security (SOUPS ’12), 2012, Washington, D.C. SOUPS Best Paper Award
(2012) / SOUPS Impact Award (2017)

Facebook and privacy: it’s complicated
Johnson, M., Egelman, S., and Bellovin, S. M. Proceedings of the Eighth Symposium on Usable Privacy
and Security (SOUPS ’12), 2012, Washington, D.C.

It’s all about the Benjamins: Incentivizing users to ignore security advice
Christin, N., Egelman, S., Vidas, T., andGrossklags, J.Proceedings of the 15th international conference
on Financial Cryptography and Data Security (FC’11), 2011, Gros Islet, St. Lucia.

Oops, I did it again: mitigating repeated access control errors on facebook
Egelman, S., Oates, A., and Krishnamurthi, S. Proceedings of the SIGCHI Conference on Human
Factors in Computing Systems (CHI ’11), 2011, Vancouver, BC, Canada.

Of passwords and people: measuring the effect of password-composition policies
Komanduri, S., Shay, R., Kelley, P. G., Mazurek, M. L., Bauer, L., Christin, N., Cranor, L. F., and Egelman,
S. Proceedings of the SIGCHI Conference on Human Factors in Computing Systems (CHI ’11), 2011,
Vancouver, BC, Canada. SIGCHI Honorable Mention Award

Timing is everything?: the effects of timing and placement of online privacy indicators
Egelman, S., Tsai, J., Cranor, L. F., and Acquisti, A. Proceedings of the SIGCHI Conference on Human
Factors in Computing Systems (CHI ’09), 2009, Boston, MA, USA.

It’s No Secret: Measuring the Security and Reliability of Authentication via ‘Secret’ Questions
Schechter, S., Brush, A. J. B., and Egelman, S. Proceedings of the 2009 IEEE Symposium on Security
and Privacy (Oakland ’09), 2009, Los Alamitos, CA, USA.

It’s not what you know, but who you know: a social approach to last-resort authentication
Schechter, S., Egelman, S., and Reeder, R. W. Proceedings of the SIGCHI Conference on Human
Factors in Computing Systems (CHI ’09), 2009, Boston, MA, USA.

Crying wolf: an empirical study of SSL warning effectiveness
Sunshine, J., Egelman, S., Almuhimedi, H., Atri, N., and Cranor, L. F. Proceedings of the 18th USENIX
Security Symposium (SSYM’09), 2009, Montreal, Canada.

Family accounts: a new paradigm for user accounts within the home environment
Egelman, S., Brush, A. J. B., and Inkpen, K. M. Proceedings of the 2008 ACM Conference on Com-
puter Supported Cooperative Work (CSCW ’08), 2008, San Diego, CA, USA.

You’ve Been Warned: An empirical study of the effectiveness of browser phishing warnings
Egelman, S., Cranor, L. F., and Hong, J. CHI ’08: Proceeding of The 26th SIGCHI Conference on
Human Factors in Computing Systems (CHI ’08), 2008, Florence, Italy. SIGCHI Honorable Mention Award

Phinding Phish: Evaluating Anti-Phishing Tools
Zhang, Y., Egelman, S., Cranor, L. F., and Hong, J. Proceedings of the 14th Annual Network & Dis-
tributed System Security Symposium (NDSS ’07), 2007, San Diego, CA.

Power Strips, Prophylactics, and Privacy, Oh My!
Gideon, J., Egelman, S., Cranor, L., and Acquisti, A. Proceedings of the Second Symposium on Usable
Privacy and Security (SOUPS ’06), 2006, Pittsburgh, PA.

An analysis of P3P-enabled web sites among top-20 search results
Egelman, S., Cranor, L. F., and Chowdhury, A. Proceedings of the 8th international conference on
Electronic commerce: The new e-commerce: innovations for conquering current barriers, obstacles
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and limitations to conducting successful business on the internet (ICEC ’06), 2006, Fredericton, New
Brunswick, Canada.

refereed workshop publications
Challenges in Inferring Privacy Properties of Smart Devices:
Towards Scalable Multi-Vantage Point Testing Methods
Girish, A., Prakash, V., Egelman, S., Reardon, J., Tapiador, J., Huang, D. Y., Matic, S., and Vallina-
Rodriguez, N. Proceedings of the 3rd International CoNEXT Student Workshop (CoNEXT-SW ’22),
2022, Rome, Italy.

Identifying and Classifying Third-Party Entities in Natural Language Privacy Policies
Hosseini, M. B., Pragyan, K., Reyes, I., and Egelman, S. Proceedings of the Second Workshop on
Privacy in Natural Language Processing (PrivateNLP ’20), 2020.

Do You Get What You Pay For? Comparing The Privacy Behaviors of Free vs. Paid Apps
Han, C., Reyes, I., On, A. E. B., Reardon, J., Feal, A., Bamberger, K. A., Egelman, S., and Vallina-
Rodriguez, N. The Workshop on Technology and Consumer Protection (ConPro ’19), 2019.

Privacy Controls for Always-Listening Devices
Malkin, N., Egelman, S., and Wagner, D. Proceedings of the New Security Paradigms Workshop
(NSPW ’19), 2019, San Carlos, Costa Rica.

On The Ridiculousness of Notice and Conset: Contradictions in App Privacy Policies
Okoyomon, E., Samarin, N., Wijesekera, P., On, A. E. B., Vallina-Rodriguez, N., Reyes, I., Feal, A., and
Egelman, S. The Workshop on Technology and Consumer Protection (ConPro ’19), 2019.

Better Late(r) than Never: Increasing Cyber-Security Compliance by Reducing Present Bias
Frik, A., Egelman, S., Harbach, M., Malkin, N., and Peer, E.Workshop on the Economics of Information
Security (WEIS ’18), 2018.

“What Can’t Data Be Used For?” Privacy Expectations about Smart TVs in the U.S.
Malkin, N., Bernd, J., Johnson, M., and Egelman, S. Proceedings of the European Workshop on
Usable Security (EuroUSEC ’18), 2018.

Personalized Security Messaging: Nudges for Compliance with Browser Warnings
Malkin, N., Mathur, A., Harbach, M., and Egelman, S. Proceedings of the European Workshop on
Usable Security (EuroUSEC ’17), 2017.

“Is Our Children’s Apps Learning?” Automatically Detecting COPPA Violations
Reyes, I., Wijesekera, P., Razaghpanah, A., Reardon, J., Vallina-Rodriguez, N., Egelman, S., and
Kreibich, C. The Workshop on Technology and Consumer Protection (ConPro ’17), 2017.

Information Disclosure Concerns in The Age of Wearable Computing
Lee, L. N., Lee, J. H., Egelman, S., and Wagner, D. Proceedings of the NDSS Workshop on Usable
Security (USEC ’16), 2016.

The Myth of the Average User:
Improving Privacy and Security Systems through Individualization
Egelman, S., and Peer, E. Proceedings of the 2015 Workshop on New Security Paradigms (NSPW
’15), 2015, Twente, The Netherlands.

Teaching Privacy: What Every Student Needs to Know
Friedland, G., Egelman, S., and Garcia, D. Proceedings of the 46th SIGCSE technical symposium on
computer science education (Workshop), 2015.

U-PriSM 2: The Second Usable Privacy and Security for Mobile Devices Workshop
Chiasson, S., Crawford, H., Egelman, S., and Irani, P. Proc. of the 15th International Conference on
Human-computer Interaction with Mobile Devices and Services (MobileHCI ’13), 2013, Munich, Ger-
many.

Markets for Zero-day Exploits: Ethics and Implications
Egelman, S., Herley, C., and Oorschot, P. C. van Proceedings of the 2013 Workshop on New Security
Paradigms Workshop (NSPW ’13), 2013, Banff, Alberta, Canada.

Choice Architecture and Smartphone Privacy: There’s A Price for That
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Egelman, S., Felt, A. P., and Wagner, D. The 2012 Workshop on the Economics of Information Security
(WEIS ’12), 2012, Berlin, Germany.

How Good Is Good Enough? The sisyphean struggle for optimal privacy settings
Egelman, S., and Johnson, M. Proceedings of the Reconciling Privacy with Social Media Workshop
(CSCW ’12 Workshop), 2012, Seattle, WA.

It’s Not Stealing if You Need It: A Panel on the Ethics of Performing Research Using Public
Data of Illicit Origin
Egelman, S., Bonneau, J., Chiasson, S., Dittrich, D., and Schechter, S. Proceedings of the 16th Inter-
national Conference on Financial Cryptography and Data Security (FC’12), 2012.

How to ask for permission
Felt, A. P., Egelman, S., Finifter, M., Akhawe, D., and Wagner, D. Proceedings of the 7th USENIX
conference on Hot Topics in Security (HotSec’12), 2012, Bellevue, WA.

I’ve got 99 problems, but vibration ain’t one: a survey of smartphone users’ concerns
Felt, A. P., Egelman, S., and Wagner, D. Proceedings of the second ACM workshop on Security and
privacy in smartphones and mobile devices (SPSM ’12), 2012, Raleigh, North Carolina, USA.

Toward Privacy Standards Based on Empirical Studies
Egelman, S., and McCallister, E. The Workshop on Web Tracking and User Privacy (W3C Workshop),
2011, Princeton, NJ.

Please Continue to Hold: An Empirical Study on User Tolerance of Security Delays
Egelman, S., Molnar, D., Christin, N., Acquisti, A., Herley, C., and Krishnamurthi, S. Workshop on the
Economics of Information Security (WEIS ’10) (WEIS ’10), 2010, Cambridge, MA.

Tell Me Lies: A Methodology for Scientifically Rigorous Security User Studies
Egelman, S., Tsai, J., and Cranor, L. F. Proceedings of the Workshop on Studying Online Behavior
(CHI ’10 Workshop), 2010, Atlanta, GA.

This is Your Data on Drugs: Lessons Computer Security Can Learn from the Drug War
Molnar, D., Egelman, S., and Christin, N.Proceedings of the 2010Workshop on NewSecurity Paradigms
(NSPW ’10), 2010, Concord, Massachusetts, USA.

Security user studies: methodologies and best practices
Egelman, S., King, J., Miller, R. C., Ragouzis, N., and Shehan, E. CHI ’07 Extended Abstracts on
Human Factors in Computing Systems (CHI EA ’07), 2007, San Jose, CA, USA.

The Effect of Online Privacy Information on Purchasing Behavior: An Experimental Study
Tsai, J., Egelman, S., Cranor, L., and Acquisti, A. Proceedings of the 2007Workshop on the Economics
of Information Security (WEIS ’07), 2007, Pittsburgh, PA, USA.

Studying the Impact of Privacy Information on Online Purchase Decisions
Egelman, S., Tsai, J., Cranor, L. F., and Acquisti, A. Proceedings of the Workshop on Privacy and HCI:
Methodologies for Studying Privacy Issues (CHI ’06 Workshop), 2006, Montreal, Canada.

book chapters and magazine articles
50Ways to Leak Your Data: An Exploration of Apps’ Circumvention of the Android Permissions
System
Reardon, J., Feal, Á., Wijesekera, P., On, A. E. B., Vallina-Rodriguez, N., and Egelman, S. ;login: 2019,
USENIX Association.

Predicting Privacy and Security Attitudes
Egelman, S., and Peer, E. Computers and Society, 2015, ACM.

Crowdsourcing
Egelman, S., Chi, E., and Dow, S. Ways of Knowing in HCI, 2013, Springer.

Helping users create better passwords
Ur, B., Kelley, P. G., Komanduri, S., Lee, J., Maass, M., Mazurek, M., Passaro, T., Shay, R., Vidas, T.,
Bauer, L., Christin, N., Cranor, L. F., Egelman, S., and Lopez, J. ;login: 2012, USENIX Association.

Suing Spammers for Fun and Profit
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Egelman, S. ;login: 2004, USENIX Association.
Installation

Egelman, S. Peter Norton’s Complete Guide to Linux, 1999, Macmillan Computer Publishing.
User Administration

Egelman, S. Peter Norton’s Complete Guide to Linux, 1999, Macmillan Computer Publishing.

awards and recognition
2022 CNIL-INRIA Privacy Award

50 Ways to Leak Your Data: An Exploration of Apps’ Circumvention of the Android Per-
missions System, with J. Reardon, A. Feal, P. Wijesekera, A. Elazari Bar On, and N.
Vallina-Rodriguez.
Emilio Aced Personal Data Protection Research Award
50 Ways to Leak Your Data: An Exploration of Apps’ Circumvention of the Android Per-
missions System, with J. Reardon, A. Feal, P. Wijesekera, A. Elazari Bar On, and N.
Vallina-Rodriguez.

2020 Caspar Bowden Award for Outstanding Research in Privacy Enhancing Technologies
“Won’t Somebody Think of the Children?” Examining COPPA Compliance at Scale,
with I. Reyes, P. Wijesekera, J. Reardon, A. Elazari, A. Razaghpanah, and N. Vallina-
Rodriguez.

2019 USENIX Security Symposium Distinguished Paper Award
50 Ways to Leak Your Data: An Exploration of Apps’ Circumvention of the Android Per-
missions System, with J. Reardon, A. Feal, P. Wijesekera, A. Elazari Bar On, and N.
Vallina-Rodriguez.

2018 SIGCHI Honorable Mention Award (Best Paper Nominee)
Contextualizing Privacy Decisions for Better Prediction (and Protection), with P. Wijesek-
era, J. Reardon, I. Reyes, L. Tsai, J.-W. Chen, N. Good, D. Wagner, and K. Beznosov.

2017 Symposium on Usable Privacy and Security (SOUPS) Impact Award
Android Permissions: User Attention, Comprehension, and Behavior, with A. P. Felt, E.
Ha, A. Haney, E. Chin, and D. Wagner.
Senior Member Association for Computing Machinery (ACM)

2016 Symposium on Usable Privacy and Security (SOUPS) Distinguished Poster Award
Risk Compensation in Home-User Computer Security Behavior: A Mixed-Methods Ex-
ploratory Study, with S. Pearman, A. Kumar, N. Munson, C. Sharma, L. Slyper, L. Bauer,
and N. Christin.
SIGCHI Honorable Mention Award (Best Paper Nominee)
Behavior Ever Follows Intention? A Validation of the Security Behavior Intentions Scale
(SeBIS), with M. Harbach and E. Peer.
SIGCHI Honorable Mention Award (Best Paper Nominee)
The Anatomy of Smartphone Unlocking: A Field Study of Android Lock Screens, with M.
Harbach and A. De Luca.
SIGCHI Honorable Mention Award (Best Paper Nominee)
Keep on Lockin’ in the Free World: A Transnational Comparison of Smartphone Locking,
with M. Harbach, A. De Luca, and N. Malkin.

2015 SIGCHI Honorable Mention Award (Best Paper Nominee)
Scaling the Security Wall: Developing a Security Behavior Intentions Scale, with E. Peer.
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2012 AIS Best Publication of 2011
The Effect of Online Privacy Information on Purchasing Behavior: An Experimental Study,
with J. Tsai, L. Cranor, and A. Acquisti.
ISR Best Published Paper
The Effect of Online Privacy Information on Purchasing Behavior: An Experimental Study,
with J. Tsai, L. Cranor, and A. Acquisti.
SOUPS Best Paper Award
Android Permissions: User Attention, Comprehension, and Behavior, with A. P. Felt, E.
Ha, A. Haney, E. Chin, and D. Wagner.

2011 SIGCHI Honorable Mention Award (Best Paper Nominee)
Of Passwords and People: Measuring the Effect of Password-Composition Policies, with
S. Komanduri, R. Shay, P. G. Kelley, M. Mazurek, L. Bauer, N. Christin, and L. F. Cranor.

2008 SIGCHI Honorable Mention Award (Best Paper Nominee)
You’ve Been Warned: An Empirical Study on the Effectiveness of Web Browser Phishing
Warnings, with L. Cranor and J. Hong.

2006 Tor Graphical User Interface Design Competition
Phase 1 Overall Winner, with L. Cranor, J. Hong, P. Kumaraguru, C. Kuo, S. Romanosky,
J. Tsai, and K. Vaniea.
Publisher's Clearing House Finalist
I may already be a winner.

expert testimony and reports
2022 Expert witness for the plaintiffs in Hart, et al. v. TWC Product and Technology LLC, No.

4:20-cv-3842-JST. I provided a rebuttal report and was deposed by opposing counsel.
Expert witness for the District of Columbia Office of the Attorney General in District of
Columbia v. Town Sports International LLC. I provided a rebuttal report on proper sur-
veying methodology and was deposed by opposing counsel.

2021 Expert witness testifying before the U.S. Senate (Committee on Com-
merce, Science, and Transportation), hearing on “Protecting Kids On-
line: Internet Privacy and Manipulative Marketing.” Testimony available at:
https://www.commerce.senate.gov/2021/5/protecting-kids-online-internet-privacy-
and-manipulative-marketing

2017-2019 Expert witness for the plaintiffs in Vizio, Inc., Consumer Privacy Litigation, No. 8:16-ml-
02693-JLS-KES, assisting with discovery strategy and providing explanations of relevant
privacy research on users’ willingness to pay for privacy in order to assist in quantifying
damages.

2014-2015 Expert witness for the plaintiffs in Doe vs. Twitter, Inc., No. CGC-10-503630, providing
explanations of relevant privacy research on users’ willingness to pay for privacy in order
to assist in quantifying damages.

2014 Expert witness for the plaintiffs in 13-cv-22122-Martinez/Goodman (S.D. Florida), pro-
viding written testimony on basic human-computer interaction concepts as they relate
to smartphone usage.

2013 Expert witness for the plaintiffs in LinkedIn User Privacy Litigation, No. 12-cv-03088-EJD
(N.D. Cal.), providing explanations of information security concepts and providing original
research on users’ privacy expectations in order to demonstrate and quantify damages.

2012 Expert witness for the plaintiffs in Netflix Privacy Litigation, No. 5:11-cv-00379-EJD (N.D.
Cal.), providing explanations of relevant privacy research and the economics of informa-
tion privacy in order to quantify damages.
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grants awarded
2022–2025 NSF: Developer Implementation of Privacy in Software Systems

(CCF-2217771/2217772) $750,000
Principal Investigator (Collaborative with Primal Wijesekera, International Computer Sci-
ence Institute; Jon Atwell and Julian Nyarko, Stanford University)

2022–2026 KACST-UCB Center of Excellence for Secure Computing $6,460,000
Senior Personnel (PI: David Wagner, University of California, Berkeley)

2021–2022 CITRIS: Auditing the Compliance of California Consumer Privacy
Regulations at Scale $60,000
Principal Investigator (Collaborative with Zubair Shafiq, University of California, Davis)

2019 Google: ASPIRE: SDK Traffic Identification at Scale $75,000
Principal Investigator

2018-2022 NSF: Mobile Dynamic Privacy and Security Analysis at Scale
(CNS-1817248) $668,475
Principal Investigator

2018-2022 NSF: Contextual Integrity: From Theory to Practice
(CNS-1801501/1801307/1801316) $1,199,462
Principal Investigator (Collaborative with Helen Nissenbaum, Cornell University; and Nor-
man Sadeh, Carnegie Mellon University)

2018-2022 NSF: Increasing Users' Cyber-Security Compliance by Reducing Present Bias
(CNS-1817249) $558,018
Principal Investigator

2018-2023 NSA: The Science of Privacy: Implications for Data Usage
(H98230-18-D-0006) $3,236,424
Principal Investigator (Co-PI: Michael Tschantz, International Computer Science Institute)

2018-2019 DHS: Scaling Contextual Privacy to MDM Environments
(FA8750-18-2-0096) $480,000
Principal Investigator

2018-2019 Rose Foundation: AppCensus: Mobile App Privacy Analysis at Scale $40,000
Principal Investigator (Co-PI: Irwin Reyes, International Computer Science Institute)

2018 Cisco: Access Controls for an IoT World $99,304
Principal Investigator

2018 CLTC: Privacy Analysis at Scale $50,000
Principal Investigator

2018 CLTC: Secure Internet of Things for Senior Users $60,590
Co-PI (PI: Alisa Frik, International Computer Science Institute)

2017 Mozilla: Towards Usable IoT Access Controls in the Home $46,000
Principal Investigator

2017 Data Transparency Lab (DTL) / AT&T:
Transparency via Automated Dynamic Analysis at Scale $55,865
Principal Investigator

2017 CLTC: Secure & Usable Backup Authentication $48,400
Co-PI (PI: David Wagner, University of California, Berkeley)

2016 - 2017 NSF: Teaching Security in CSP (CNS-1636590) $200,000
Co-PI (PI: Julia Bernd, ICSI)

2016 - 2017 DHS: A Platform for Contextual Mobile Privacy (FA8750-16-C-0140) $664,378
Principal Investigator

2016 - 2018 CLTC: The Security Behavior Observatory $195,962
Principal Investigator

Case 5:22-cv-08861-BLF   Document 51-2   Filed 04/21/23   Page 11 of 14



2016 CLTC: Using Individual Differences to Tailor Security Mitigations $100,000
Principal Investigator

2015 - 2018 NSF/BSF: Using Individual Differences to Personalize Security Mitigations
(CNS-1528070/BSF-2014626) $724,732
Principal Investigator (Collaborative with Eyal Peer, Bar-Ilan University)

2015 - 2019 NSF: Security and Privacy for Wearable and Continuous Sensing Platforms
(CNS-1514211/1514457/1513584) $1,200,000
Principal Investigator (Collaborative with David Wagner, University of California, Berkeley;
and Franziska Roesner, University of Washington)

2014 - 2016 NSF: Teachers' Resources for Online Privacy Education (DGE-1419319) $300,000
Co-PI (PI: Gerald Friedland, ICSI)

2014 - 2017 NSA: User Security Behavior $200,000
Subcontract (PIs: Lorrie Cranor, Rahul Telang, Alessandro Acquisti, and Nicholas
Christin; Carnegie Mellon University)

2014 Google: Improving Security Warnings by Examining User Intent $71,500
Principal Investigator

2013 - 2015 NSF: Designing Individualized Privacy and Security Systems
(CNS-1343433/1343451) $132,620
Principal Investigator (Collaborative with Eyal Peer, Carnegie Mellon University)

2013 - 2016 NSF: A Choice Architecture for Mobile Privacy and Security (CNS-1318680) $500,000
Co-PI (PI: David Wagner, University of California, Berkeley)

2010 Google: Designing Usable Certificate Dialogs in Chrome $60,000
Principal Investigator

professional activities
program committees
2023 Privacy Enhancing Technologies Symposium (PETS)
2022 Contextual Integrity (CI) Symposium
2021 Workshop on Economics and Information Security (WEIS)
2020 ACM CCS; Workshop on Economics and Information Security (WEIS); Symposium on

Usable Privacy and Security (SOUPS); USENIX Security
2019 Privacy Enhancing Technologies Symposium (PETS); Workshop on Economics and In-

formation Security (WEIS); Symposium on Usable Privacy and Security (SOUPS)
2018 ACM SIGCHI (Human Factors in Computing Systems); Privacy Enhancing Technologies

Symposium (PETS); Workshop on Economics and Information Security (WEIS); ACM
Conference on Computer and Communications Security (CCS); Symposium on Usable
Privacy and Security (SOUPS); IEEE Security & Privacy (“Oakland”)

2017 ACM SIGCHI (Human Factors in Computing Systems); USENIX Security; Privacy En-
hancing Technologies Symposium (PETS); New Security Paradigms Workshop (NSPW),
Co-Chair; Workshop on Economics and Information Security (WEIS); ACM Conference
on Computer and Communications Security (CCS); Symposium on Usable Privacy and
Security (SOUPS)

2016 Workshop on the Economics of Information Security (WEIS), Chair; New Security
Paradigms Workshop (NSPW), Co-Chair; ACM SIGCHI (Human Factors in Computing
Systems); USENIX Security; Symposium on Usable Privacy and Security (SOUPS); ACM
WWW; Financial Cryptography and Data Security; Privacy Enhancing Technologies Sym-
posium (PETS)
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2015 Symposium on Usable Privacy and Security (SOUPS); USENIX Security; ACM SIGCHI
(Human Factors in Computing Systems); Privacy Enhancing Technologies Symposium
(PETS); Workshop on the Economics of Information Security (WEIS); ACMWWW; Finan-
cial Cryptography and Data Security

2014 ACM SIGCHI (Human Factors in Computing Systems); Financial Cryptography and Data
Security; ACM WWW; Privacy Enhancing Technologies Symposium (PETS)

2013 ACM SIGCHI (Human Factors in Computing Systems); Symposium on Usable Privacy
and Security (SOUPS); New Security ParadigmsWorkshop (NSPW); Anti-PhishingWork-
ing Group eCrime Researchers Summit

2012 Symposium on Usable Privacy and Security (SOUPS); New Security Paradigms Work-
shop (NSPW)

2011 Symposium On Usable Privacy and Security (SOUPS); New Security Paradigms Work-
shop (NSPW); Computers, Freedom, and Privacy (CFP) Conference (poster session co-
chair); Software and Usable Security Aligned for Good Engineering (SAUSAGE) Work-
shop, Co-Chair

2010 Symposium On Usable Privacy and Security (SOUPS)
2008 Conference on Information and Knowledge Management (CIKM)
2007 ACM SIGCHI Workshop - Security User Studies: Methodologies and Best Practices;

Anti-Phishing Working Group eCrime Researchers Summit (poster session co-chair)
2006 Computers, Freedom, and Privacy (CFP) Conference

standards committees
2007-2008 W3C Web Security Context (WSC) Working Group
2004-2006 W3C Platform for Privacy Preferences (P3P) 1.1 Working Group

leadership roles
2021-Now Member, ICSI Scientific Leadership Council
2012-Now Director, Berkeley Laboratory for Usable and Experimental Security (BLUES)
2006-2008 Legislative Concerns Chair / Board of Directors, National Association of Graduate and

Professional Students (NAGPS)
2006-2008 Vice President for External Affairs, Carnegie Mellon Graduate Student Assembly

teaching
Fall 2019 Usable Privacy and Security University of California, Berkeley

Designed and taught a course as part of the School of Information’s Masters in Cyber-
security program. Duties included course design and development, grading assignment
and exams, supervising class projects, and holding office hours.

Spring 2017,
Spring 2018 Human Factors in Computer Security and Privacy Brown University

Instructor for a module on “user interfaces for security” as part of the Executive Masters
in Cybersecurity program. Duties included course design and development, grading
assignments and exams, supervising thesis projects, and holding office hours.

Fall 2007 Information Security & Privacy (46-861) Carnegie Mellon University
Teaching assistant duties included developing course materials (topics for lectures, as-
signments, and exams), grading assignments and exams, holding office hours, andmen-
toring students about semester-long projects.
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Spring 2006 Computers and Society (15-290) Carnegie Mellon University
Teaching assistant duties included giving guest lectures, creating assignments and ex-
ams, grading assignments and exams, holding office hours, and mentoring students
about semester-long projects.

Fall 2003 Information Security (CS 451) University of Virginia
Teaching assistant duties included giving guest lectures, creating assignments and ex-
ams, grading assignments and exams, and holding office hours.

Fall 2003 Intellectual Property (TCC 200) University of Virginia
Teaching assistant duties included grading assignments and holding office hours.

Spring 2003,
Spring 2004 Advanced Software Development Methods (CS 340) University of Virginia

Teaching assistant duties included grading and holding office hours.
Fall 2002 Engineering Software (CS 201J) University of Virginia

Teaching assistant duties included grading assignments and holding office hours.

Case 5:22-cv-08861-BLF   Document 51-2   Filed 04/21/23   Page 14 of 14



1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

1 

Declaration of Deputy Commissioner Emily Keaney (5:22-cv-08861-BLF) 

ROB BONTA 
Attorney General of California 
ANYA M. BINSACCA, SBN 189613 
Supervising Deputy Attorney General 
NICOLE KAU, SBN 292026 
ELIZABETH K. WATSON, SBN 295221 
Deputy Attorneys General  
455 Golden Gate Avenue, Suite 11000 

San Francisco, CA  94102-7004 
Telephone:  (415) 510-3847 
E-mail:  Elizabeth.Watson@doj.ca.gov

Attorneys for Defendant 

IN THE UNITED STATES DISTRICT COURT 

FOR THE NORTHERN DISTRICT OF CALIFORNIA 

SAN JOSE DIVISION 

NETCHOICE, LLC d/b/a NetChoice, 

Plaintiff, 

v. 

ROB BONTA, ATTORNEY GENERAL OF 
THE STATE OF CALIFORNIA, in his 
official capacity,  

Defendant. 

5:22-cv-08861 

DECLARATION OF EMILY KEANEY, 
DEPUTY COMMISSIONER OF 
REGULATORY POLICY FOR THE 
INFORMATION COMMISSIONER’S 
OFFICE IN SUPPORT OF 
DEFENDANT’S OPPOSITION TO 
PLAINTIFF’S MOTION FOR 
PRELIMINARY INJUNCTION 
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  2  

Declaration of Deputy Commissioner Emily Keaney (5:22-cv-08861-BLF) 

 

I, Emily Keaney, declare and state as follows: 

1. I am Deputy Commissioner (Regulatory Policy) for the Information Commissioner’s 

Office. The Information Commissioner’s head office is Wycliffe House, Water Lane, Wilmslow, 

Cheshire, United Kingdom SK9 5AF. I am responsible for overseeing the ICO’s policy work 

programme, both domestically and internationally. I provide oversight for the work of the 

Information Commissioner’s Office economic analysis directorate and oversee work in 

responding to and preparing for major legislative change. I am providing this declaration in 

support of Defendant’s Opposition to Plaintiff’s Motion for Preliminary Injunction to explain the 

basis on which the ICO adopted the Age Appropriate Design Code (commonly referred to as the 

“Children’s Code”) in the UK and how it has been implemented in practice. I make this 

declaration from personal knowledge and a review of the Information Commissioner’s Office’s 

records kept in the ordinary course of business. 

BACKGROUND ON THE INFORMATION COMMISSIONER’S OFFICE 

2. The role of the Information Commissioner is that of a corporation sole1 and is 

currently occupied by John Edwards, who was appointed in January 2022. The Information 

Commissioner’s Office is a non-governmental public body which is made up of officers and staff 

appointed by the Commissioner2. All formal powers and duties rest with the Commissioner. For 

the purposes of this statement, where I reference the ICO, this will include reference to the 

Information Commissioner and the Information Commissioner’s Office.  

3. The ICO is the regulator for data protection3, e-privacy4, freedom of information5 and 

a number of other digital regulatory areas6. 

                                                           
1 Data Protection Act 2018, Schedule 12, para 1(1) 
2 Data Protection Act 2018, Schedule 12, para 5 
3 Data Protection Act 2018 and The United Kingdom General Data Protection Regulation 

(UK GDPR) 
4 The Privacy and Electronic Communications (EC Directive) Regulations 2003 (PECR) 
5 The Freedom of Information Act 2000 (FOI) 
6 The ICO has additional duties and powers in respect of the following: The 

Environmental Information Regulations 2004, INSPIRE Regulations 2009, Regulation (EU) No 

910/2014 of the European Parliament and of the Council of 23 July 2014 on electronic 

identification and trust services for electronic transactions in the internal market and repealing 
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Declaration of Deputy Commissioner Emily Keaney (5:22-cv-08861-BLF) 

 

4. Whilst the ICO is an independent regulator, it is accountable to the UK Parliament 

and the public for the outcomes it achieves.  The Department for Science, Innovation and 

Technology is the ICO’s sponsoring department within the UK Government.  

THE DATA PROTECTION REGIME IN THE UK 

5. The Data Protection Act 2018 (DPA2018), the United Kingdom General Data 

Protection Regulation (UKGDPR) and the Privacy and Electronic Communications Regulations 

2003 (PECR) form the key data protection legislation within the UK.  

6. The UK GDPR is derived from European Union (EU) law, having been retained7 and 

amended8 in UK law during the process of the UK leaving the EU, commonly known as “Brexit”. 

The DPA2018 (DPA), which sits alongside the UK GDPR, sets out the regulatory regime for data 

protection within law enforcement9 and intelligence services10. The DPA2018 also builds upon 

the obligations under the UK GDPR, which provides the Information Commissioner with specific 

information gathering and enforcement powers to carry out his role, and sets out the process 

under which the Commissioner is appointed as the UK data protection regulator11.  

7. PECR sets out legal requirements covering a number of areas, as follows:   

 Marketing by electronic means, including marketing calls, texts, emails and faxes. 

 The use of cookies or similar technologies.  

 Security of public electronic communications services.  

 Privacy of customers using communications networks or services as regards traffic 

and location data, itemised billing, line identification services (eg caller ID and 

call return), and directory listings.  

                                                           

Directive 1999/93/EC (eIDAS), the Re-use of Public Sector Information Regulations 2015, The 

Network and Information Systems Regulations 2018, and the Investigatory Powers Act 2016 
7 The European Union (Withdrawal) Act 2018, s2 
8 The Data Protection, Privacy and Electronic Communications (Amendments etc) (EU 

Exit) Regulations 2019 
9 The Data Protection Act 2018, Part 3  
10 The Data Protection Act 2018, Part 4 
11 The Data Protection Act Part 5, s114 and Schedule 12 
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Declaration of Deputy Commissioner Emily Keaney (5:22-cv-08861-BLF) 

 

8. In order to understand how the Children’s Code operates and its status under UK law, 

it is important to explain the underlying law on which it is based. In that regard, the UK GDPR 

sets out the main substantive provisions of data protection law that applies in the UK. The UK 

GDPR applies to the processing of personal data in two ways: 

 personal data processed wholly or partly by automated means (that is, information 

in electronic form); and 

 personal data processed in a non-automated manner which forms part of, or is 

intended to form part of, a ‘filing system’ (that is, manual information in a filing 

system).12 

9. The UK GDPR does not apply to certain activities including processing covered by 

the Law Enforcement Directive, processing for national security purposes and processing carried 

out by individuals purely for personal/household activities.13 

10. Article 5(1) of the UK GDPR sets out ‘data protection principles’ to ensure that 

personal data is: 

 used fairly, lawfully and transparently 

 used for specified, explicit purposes 

 used in a way that is adequate, relevant and limited to only what is necessary 

 accurate and, where necessary, kept up to date 

 kept for no longer than is necessary 

 handled in a way that ensures appropriate security, including protection against 

unlawful or unauthorised processing, access, loss, destruction or damage 

Under Article 5(2) of the UK GDPR it is for the data controller to demonstrate compliance with 

the above principles and this is called the accountability principle.  

11. Chapter III of the UK GDPR also gives rights to individuals in respect of their 

personal data. These include the right for individuals to: 

 be informed about how their data is being used 

                                                           
12 Art 2(1) UK GDPR 
13 Art 2(2) UK GDPR 
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Declaration of Deputy Commissioner Emily Keaney (5:22-cv-08861-BLF) 

 

 access their personal data 

 have incorrect data updated 

 have their personal data erased 

 stop or restrict the processing of their personal data 

 data portability (allowing individuals to obtain and reuse their personal data for 

different services) 

 object to how their data is processed in certain circumstances 

12. The UK GDPR also sets out rights for individuals when an organisation is using 

personal data for automated decision-making processes (without human involvement) and 

profiling (Article 22).14  

13. Under the UK GDPR children warrant special protection in how their personal data is 

used. This reflects Recital 38 of the UKGDPR, which states: 

“Children merit specific protection with regard to their personal data, as they may be less 

aware of the risks, consequences and safeguards concerned and their rights in relation to 

the processing of personal data. Such specific protection should, in particular, apply to the 

use of personal data of children for the purposes of marketing or creating personality or 

user profiles and the collection of personal data with regard to children when using 

services offered directly to a child. The consent of the holder of parental responsibility 

should not be necessary in the context of preventive or counselling services offered 

directly to a child.” 

14. The ICO enforces the UK GDPR, DPA 2018 and PECR through a variety of 

regulatory interventions. These range from providing guidance and tools to signal clear 

expectations and to empower responsible personal data use, through to issuing enforcement 

notices and monetary penalties, where it is necessary to do so. The ICO’s interventions aim to 

create a fairer playing field for compliant organisations and to protect individuals. Further details 

                                                           
14 ‘Profiling’ is defined in Article 4(4) UK GDPR as “any form of automated processing 

of personal data consisting of the use of personal data to evaluate certain personal aspects relating 
to a natural person, in particular to analyse or predict aspects concerning that natural person’s 
performance at work, economic situation, health, personal preferences, interests, reliability, 
behaviour, location or movements”. 
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relating to the way in which the ICO uses enforcement powers can be found in the ICO’s 

Regulatory Action Policy.  

Territorial scope of the UK GDPR  

15. Article 3 of the UK GDPR sets out the territorial scope of the UK GDPR. The UK 

GDPR applies to organisations which have an establishment in the UK and also to organisations 

based outside the UK if their processing activities relate to: 

 offering goods or services to individuals in the UK (irrespective of whether 

a payment is required); or 

 monitoring the behaviour of individuals so far as that behaviour takes place 

in the UK. 

THE CREATION & APPLICABILITY OF THE CHILDREN’S CODE 

Section 123 of the Data Protection Act of 2018 

16. Under s123(1) of the DPA 2018, the ICO is required to produce a code of practice 

“on standards of age appropriate design of relevant Information Society Services which are likely 

to be accessed by children”.  

17. Under s123(7) DPA 2018 the following definitions apply:  

 “age-appropriate design” means the design of services so that they are appropriate 

for use by, and meet the development needs of, children; 

 “information society services” has the same meaning as in the UK GDPR, but does 

not include preventive or counselling services; 

 “relevant information society services” means information society services which 

involve the processing of personal data to which the UK GDPR applies; 

 “standards of age-appropriate design of relevant information society services” 

means such standards of age-appropriate design of such services as appear to the 

Commissioner to be desirable having regard to the best interests of children. 

The Applicability of the Children’s Code to Information Society Services 

18. An information society service (ISS) is defined in the UK GDPR by reference to 

the definition under EU law and means any service: 
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 normally provided for remuneration;  

 at a distance;  

 by electronic means; and  

 at the individual request of a recipient of services.15  

19. The Children’s Code is clear that this is a broad definition, meaning that most 

online services are ISS and fall within the scope of the Children’s Code. This includes apps, 

programs and many websites, such as search engines, social media platforms, online messaging 

or internet based voice telephony services, online marketplaces, content streaming services, 

online games, news or educational websites, and any websites offering other goods or services to 

users over the internet. Electronic services for controlling connected toys or other devices are also 

ISS. 16 

20. Services that are outside the scope of the Children’s Code include some services 

provided by public authorities, so long as these services are not typically offered on a commercial 

basis. Websites that only provide information about a real-world business but do not allow 

customers to buy products are also out of scope of the Children’s Code. Traditional voice 

telephony and general broadcast services, such as scheduled television and radio transmissions 

aired to a general audience are not relevant ISS, although if a service offers both general 

broadcast and on demand services then the latter will be covered by the Children’s Code. Finally, 

the Children’s Code does not apply to websites or apps offering online counselling or preventive 

services to children.17   

21. The Children’s Code will only apply where the provision of the ISS involves the 

processing of personal data to which UK GDPR applies. 

                                                           
15 See Article 1(1)(b) of Directive (EU) 2015/1535 of the European Parliament and of the 

Council laying down a procedure for the provision of information in the field of technical 
regulations and of rules on Information Society services, 9 September 2015. 

16 Information Commissioner’s Office. Age appropriate design code: services covered by 
the code, 2 September 2020, p.16. 

17 Information Commissioner’s Office. Age appropriate design code: services covered by 
the code, 2 September 2020, p.16 and 17.  
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22. When the Children’s Code refers to services that are “likely to be accessed by 

children”, this means services that are:  

 intended for use by children; or 

 not specifically aimed or targeted at children, but are nonetheless likely to be used 

by under 18s.18  

23. Even if an ISS states in its terms of service that under 18s should not access the 

service, the site will still fall within scope of the Children’s Code if children access it in 

practice.19 

The Definition of “Children” under the Children’s Code 

24. In preparing the Children’s Code, the Commissioner was required to consider the 

UK’s obligations under the United Nations Convention on the Rights of the Child (UNCRC), and 

the fact that children have different needs at different ages. 20 A child is defined in the UNCRC 

and for the purposes of this code as a person under 18 years of age. 

25. In particular, the Children’s Code aims to ensure that online services use children’s 

data in ways that support the rights of the child to: 

 freedom of expression; 

 freedom of thought, conscience and religion; 

 freedom of association; 

 privacy; 

 access information from the media (with appropriate protection from information 

and material injurious to their well-being); 

 play and engage in recreational activities appropriate to their age; and 

 protection from economic, sexual or other forms of exploitation.21 

The Legal Status of the Children’s Code 

                                                           
18 Information Commissioner’s Office, Age Appropriate Design Code: Services covered 

by the code, 2 September 2020, p.17. 
19 ICO consultation on the draft guidance for ‘Likely to be accessed’ in the context of the 

Children’s Code | ICO, 24 March 2023. 
20 The Data Protection Act 2018, s123(4) 
21 Information Commissioner’s Office. Age appropriate design code: standard 1 best 

interest of the child, 2 September 2020, p.24. 
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26. The Children’s Code is a statutory code of practice; it was laid before Parliament 

on 11 June 2020 and issued on 12 August 2020 under section 125 of the DPA 2018. It came into 

force on 2 September 2020, with a 12 month transition period, meaning organisations were given 

12 months to bring their services into compliance.  

27. The Children’s Code does not constitute new law and does not itself impose any 

legal obligations. Instead it explains how relevant organisations should apply the existing 

requirements set out in the UKGDPR, the DPA 2018 and PECR. In that regard, it should be noted 

that the DPA 2018 is clear that “A failure by a person to act in accordance with a provision” of 

the Children’s Code “does not of itself make that person liable to legal proceedings in a [UK] 

court or tribunal.”22  

28. However, the Children’s Code does have some legal force. Under section 127 of 

the DPA 2018, the Commissioner must take the Children’s Code into account when considering 

whether an online service has complied with its data protection obligations under the UK GDPR, 

DPA 2018 or PECR. The Children’s Code is clear that the “Commissioner will take the 

Children’s Code into account when considering questions of fairness, lawfulness, transparency 

and accountability”23 under the UK GDPR.  

29. Furthermore, in respect of any proceedings before the UK courts or tribunal, the 

provisions of the Children’s Code must be taken into account by the court or tribunal where 

relevant “in determining a question arising in the proceedings”24.  

30. It should be noted that the DPA 2018 is clear that “A failure by a person to act in 

accordance with a provision” of the Children’s Code “does not of itself make that person liable to 

legal proceedings in a court or tribunal.”25 Therefore enforcement action will only occur where 

there is underlying infringement or breach of the UKGDPR, the DPA 2018 or PECR. 

                                                           
22 S127(1) DPA 2018 
23 Information Commissioner’s Office. Age appropriate design code: standard 1 best 

interest of the child, 2 September 2020, p.12. 
24 S127(4) DPA 2018 
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31. The ICO is clear that online services intended for adult audiences but likely to be 

accessed by a significant number of children need to take a risk based and proportionate approach 

by either: 

 applying the standards of the Children’s Code to all users; or 

 reducing access to the service by children (e.g. by using user experience design 

measures or age assurance systems) so that children no longer represent a 

significant number of users.26 

ABOUT THE UK CHILDREN’S CODE 

32. The Children’s Code (attached as Exhibit A) sets out 15 standards of age 

appropriate design that companies need to implement to ensure their services appropriately 

safeguard children’s personal data and process children’s personal data fairly (and thereby 

comply with UK data protection law). These are as follows:  

1. Best interests of the child: The best interests of the child should be 

a primary consideration when you design and develop online services 

likely to be accessed by a child. 

2. Data protection impact assessments (DPIAs): Undertake a DPIA to 

assess and mitigate risks to the rights and freedoms of children who are 

likely to access your service, which arise from your data processing. Take 

into account differing ages, capacities and development needs and 

ensure that your DPIA builds in compliance with this code.27 

3. Age appropriate application: Take a risk-based approach to recognising 

the age of individual users and ensure you effectively apply the standards 

in this code to child users. Either establish age with a level of certainty that 

                                                           
26 Information Commissioner’s Office. Age appropriate design code: services covered by 

the code, 2 September 2020, p.18. and ‘Likely to be accessed’ by children – FAQs, list of factors 

and case studies | ICO – Note this is currently in draft form and out for consultation. 
27 Article 36 of the UK GDPR requires controllers to carry out an assessment of the 

impact of the envisaged processing operations where a type of processing is likely to result in a 
high risk to the rights and freedoms of natural persons (taking into account the nature, scope, 
context and purposes of the processing).  
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is appropriate to the risks to the rights and freedoms of children that arise 

from your data processing, or apply the standards in this code to all your 

users instead. 

4. Transparency: The privacy information you provide to users, and 

other published terms, policies and community standards, must be 

concise, prominent and in clear language suited to the age of the child. 

Provide additional specific ‘bite-sized’ explanations about how you use 

personal data at the point that use is activated. 

5. Detrimental use of data: Do not use children’s personal data in ways that 

have been shown to be detrimental to their wellbeing, or that go against 

industry codes of practice, other regulatory provisions or UK Government 

advice. 

6. Policies and community standards: Uphold your own published terms, 

policies and community standards (including but not limited to privacy 

policies, age restriction, behaviour rules and content policies). 

7. Default settings: Settings must be ‘high privacy’ by default (unless 

you can demonstrate a compelling reason for a different default 

setting, taking account of the best interests of the child). 

8. Data minimisation: Collect and retain only the minimum amount 

of personal data you need to provide the elements of your service in 

which a child is actively and knowingly engaged. Give children separate 

choices over which elements they wish to activate. 

9. Data sharing: Do not disclose children’s data unless you can demonstrate 

a compelling reason to do so, taking account of the best interests of the 

child. 

10. Geolocation: Switch geolocation options off by default (unless you 

can demonstrate a compelling reason for geolocation to be switched on 

by default, taking account of the best interests of the child). Provide 
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an obvious sign for children when location tracking is active. Options 

which make a child’s location visible to others must default back to ‘off’ at 

the end of each session. 

11. Parental controls: If you provide parental controls, give the child 

age appropriate information about this. If your online service allows a 

parent or carer to monitor their child’s online activity or track their 

location, provide an obvious sign to the child when they are being 

monitored. 

12. Profiling: Switch options which use profiling ‘off’ by default (unless 

you can demonstrate a compelling reason for profiling to be on by 

default, taking account of the best interests of the child). Only allow 

profiling if you have appropriate measures in place to protect the child 

from any harmful effects (in particular, being fed content that is 

detrimental to their health or wellbeing). 

13. Nudge techniques: Do not use nudge techniques to lead or 

encourage children to provide unnecessary personal data or weaken or turn 

off their privacy protections. 

14. Connected toys and devices: If you provide a connected toy or 

device ensure you include effective tools to enable conformance to this 

code. 

15. Online tools: Provide prominent and accessible tools to help 

children exercise their data protection rights and report concerns.28 

33. The Children’s Code takes a privacy by design approach, consistent with Article 

25 of the UKGDPR, and is reflective of the data protection principles in UK GDPR. It provides 

guidance on the areas that ISS must consider to ensure their services comply with the legislation. 

The Children’s Code states: ‘If you don’t conform to the standards in this code, you are likely to 
                                                           

28 Information Commissioner’s Office. Age appropriate design code: code standards, 2 
September 2020, p.6. 
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find it more difficult to demonstrate that your processing is fair and complies with the GDPR and 

PECR. If you process a child’s personal data in breach of the GDPR or PECR, we can take action 

against you.’29 

34. When devising the Children’s Code the ICO undertook a public consultation with 

a wide range of stakeholders, including industry bodies, online services, child advocacy groups 

and civil society organisations and, importantly, children and parents themselves. The ICO 

published a summary and response to the consultation30 and the final version of the Children’s 

Code reflected significant changes to clarify a range of areas, including age assurance.  

SUPPORTING BUSINESSES TO CONFORM WITH THE CHILDREN’S CODE 

35. The ICO has published a range of guidance and tools to support organisations in 

complying with the Children’s Code and the underlying data protection legislation. The guidance 

is designed to improve regulatory certainty and support businesses to implement privacy by 

design practices.  

36. Although the standards in the Children’s Code are themselves a ‘how to’ guide, 

this is also supplemented by detailed guidance on the ICO’s Children’s code hub page.31 ISS can 

then link to guidance available on the wider ICO website to address core data protection 

principles32 and more detailed guidance such as our data sharing code of practice33 and guidance 

on creating Data Protection Impact Assessments (DPIAs).34 

The Commissioner’s Opinion on Age Assurance   

37. Standard 3 of the Children’s Code  relates to age appropriate application:  

“Standard 3: Take a risk-based approach to recognising the age of individual users 

and ensure you effectively apply the standards in this code to child users. Either 

                                                           
29 Information Commissioner’s Office. Age appropriate design code: about this code, 2 

September 2020,  p.12.  
30 Information Commissioner’s Office. Consultation on Age appropriate design: a code of 

practice for online services Summary of responses, 17 January 2021 
<https://ico.org.uk/media/about-the-ico/consultations/aadc/2616996/summary-of-responses.pdf>   

31 Children's Code: additional resources | ICO 
32 Guide to the UK General Data Protection Regulation (UK GDPR) | ICO 
33 Data sharing information hub | ICO 
34 Data protection impact assessments | ICO 
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establish age with a level of certainty that is appropriate to the risks to the rights and 

freedoms of children that arise from your data processing, or apply the standards in 

this code to all your users instead.”35 

38. During the transition period for the Children’s Code, stakeholders requested more 

clarity from the ICO on the approach to age assurance in relation to Standard 3. In 2021, the 

Commissioner’s Opinion on age assurance was published which set out expectations for 

complying with standard 3.36 This Opinion explains how age assurance can form part of an 

appropriate and proportionate approach to reducing or eliminating risks and complying to the 

Children’s Code. 

39. Since publishing the opinion, the ICO has continued to engage with industry to 

further support the adoption of appropriate, accurate and efficient approaches to age assurance, 

including: 

 Research to develop the ICO’s understanding of the risks to children across 

different types of ISS, their varying functionality and their processing of personal 

data37. 

 Developing the ICO’s understanding of how ISS are currently assessing these 

risks, and identify good practice and opportunities for improvement.38 

 Developing the ICO’s understanding of the available and appropriate mitigations 

to respond to these risks, and specifically when and what kind of age assurance is 

likely to be appropriate and proportionate. 

 Supporting the development of international age assurance standards through 

IEEE39 and ISO40 standards.  

Children’s Code Guidance Products 

                                                           
35 3. Age appropriate application | ICO 
36 ICO (2021) Information Commissioner’s opinion: age assurance for the Children’s 

Code. Available at: https://ico.org.uk/media/about-the-ico/documents/4018659/age-assurance-
opinion-202110.pdf (Accessed: 21 February 2023).  

37 Findings from two research reports are available at: Age Assurance research | ICO 
38 See Children’s Code Self-Assessment Risk Tool | ICO 
39 IEEE SA - Children's Data Governance 
40 Standards for Age Verification | AVPA (avpassociation.com) 
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40. The ICO has produced guidance products that sit alongside the Children’s Code to 

assist organisations in their compliance with the Children’s Code. Details of these products are 

provided below.  

41. Any further reading or other resources which are mentioned in or linked from the 

Children’s Code do not form part of the Children’s Code. There is no statutory obligation under 

the DPA 2018 for the ICO or courts to take the guidance into account (unless it is another 

separate statutory code of practice).41 

42. To support the adoption of privacy by design practices that protect children’s data, 

the ICO developed Children’s Code design guidance targeted at businesses’ user experience 

design teams. This was well received by the intended audience and won the Design for Good 

award 2022 from the Institute of Designers Ireland42. A conformance testing tool has also been 

created to allow designers to test their product ideas against the Children’s Code. 

43. The ICO received feedback from industry that the principle of the ‘best interest of 

the child’ was new to some business, which might lead to uncertainty in how to comply with 

Standard 1 of the Children’s Code. The ICO developed a best interest framework to help business 

conduct a balancing test on risks and opportunities of their online service to determine if they are 

in compliance with the best interest standard and children’s rights under the UN Convention on 

the Rights of a Child. 

44. The ICO has developed a Children's Code self-assessment tool for industry to help 

them carry out their own risk assessment of their online service in the context of the UK GDPR 

and the Children's Code. This toolkit provides them with examples of the practical steps that can 

be taken to ensure the best approach is adopted to safeguard children's privacy and ensure 

compliance to the 15 standards of the code.  

45. Standard 3 of the Children’s Code states that services targeted at children, or 

which feature high risk processing, must complete a DPIA. To support industry to comply with 

this standard, the ICO has developed tools for completing DPIAs, and three sample DPIAs for 

                                                           
41 Information Commissioner’s Office. Age appropriate design code: about this code, 2 

September 2020,  p.13 
42 ICO - Children's Code design guidance - IDI Awards 
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providers of mobile games or apps, online retail services and connected toys (attached as Exhibits 

B1, B2, and B3, respectively). 

46. The Children’s Code is focused on the ICO’s regulatory remit of data protection 

and e-privacy. Standard 5 of the Children’s Code states that businesses should not use data to 

deliver content that is detrimental to children. However, the ICO is not a content regulator and 

therefore the guidance in the Children’s Code focuses on established UK government or industry 

guidance and standards (e.g. advertising standards) about what is considered to be detrimental to 

children. The ICO is focused on how the content is delivered through the processing of personal 

data, not the nature of the content. The ICO has produced guidance that collates sources of 

guidance from other organisations about protecting children’s wellbeing to support ISS in 

assessing if they are processing data in a way that could detrimentally impact children. 

47. The ICO has produced sector specific guidance for the games industry and  

providers of educational technology addressing compliance questions that specifically arise in the 

context of these sectors. 

48. In addition to these guidance products that relate specifically to the Children’s 

Code, the ICO also has other statutory codes of practice and a wide range of other guidance that 

helps businesses comply with UK data protection legislation. This guidance covers a range of 

related topics, including: 

 Overview of Data Protection Harms and the ICO’s Taxonomy 

 Examples of processing ‘likely to result in high risk’ 

 Data sharing code of practice 

 Privacy notice templates 

 Direct marketing guidance 

 Data protection impact assessments 

Certification Schemes 
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49. Under UK GDPR, the ICO may approve certification schemes that provide 

assurance that a service meets an appropriate set of data protection standards.43  Compliance with 

a certification scheme is therefore a way for an organisation to demonstrate compliance with UK 

GDPR.  

50. The ICO has issued detailed guidance in respect of certification, which explains 

that:  

“Certification is a way of demonstrating that your processing of personal data complies 

with the UK GDPR requirements, in line with the accountability principle. Certification 

can help demonstrate data protection in a practical way to businesses, individuals and 

regulators.”  

51. There have been four certification schemes approved by the ICO to date, and two 

of these relate to children’s privacy: 

 The Age Check Certification Scheme;44 and 

 The Age Appropriate Design Certification Scheme.45 

52. As of February 2023, five organisations have received certification under these 

schemes and others are progressing through the process. The schemes are based on UK data 

protection law and the standards set out in the Children’s Code. 

SUPERVISION OF THE CHILDREN’S CODE 

53. The ICO monitors compliance with the Children’s Code using the full range of 

measures available and takes regulatory action where appropriate and proportionate. 

54. The ICO’s approach is to encourage compliance. Where non-compliance is 

identified the ICO takes fair, proportionate and timely regulatory action with a view to 

guaranteeing that individuals’ information rights are properly protected. In deciding whether to 

                                                           
43 Articles 42 and 43 UK GDPR make provision for certification. The Commissioner’s 

powers to accredit certification bodies and approve criteria of certification are set out in Article 
58(3) UK GDPR. 

44 ICO (2021) Age Check Certification Scheme. Available at: https://ico.org.uk/for-
organisations/age-check-certification-scheme-accs/ (Accessed: 27 February 2023).  

45 ICO (2021) Age Appropriate Design Certification Scheme. Available at: 
https://ico.org.uk/for-organisations/age-appropriate-design-certification-scheme-aadcs/ 
(Accessed: 27 February 2023). 
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take regulatory action against an organisation, the ICO takes account of a range of factors, 

including the size and resources of the organisation concerned, the availability of technological 

solutions in the marketplace, and the risks to children that are inherent in the processing. The ICO 

takes a proportionate and responsible approach, focusing on areas with the potential for most 

harm and selecting the most suitable regulatory tool.46 

55. The ICO has identified three sectors where children access services in large 

numbers, and where there is likely to be the greatest risks of harm to children. These are online 

games, social media, and streaming services. 

56. Having identified these sectors as priorities for supervision, the ICO asked over 50 

organisations to respond to questions about the steps they had taken to implement the Children’s 

Code. The responses received provided an insight into the steps taken and to what extent the 

organisations had started to build compliance with the Children’s Code into the operation of their 

businesses. 

57. Based on this work, the ICO considers that the provisions of the UK GDPR that 

are the most likely to be infringed as a result of non-compliance with the Children’s Code 

include:  

 Article 5(1) UK GDPR, which requires personal data to be processed lawfully, 

fairly and in a transparent manner.  

 Article 8 UK GDPR, which requires that where an ISS is offering a service 

directly to a child under the age of 13 and seeks to rely on consent as the lawful 

basis for processing, this consent must be provided by a parent. 

 Articles 5(1)(c) and (f) UK GDPR, which respectively relate to data minimisation 

and data security.   

ICO Children’s Code Audits 

58. The ICO has conducted ten audits of organisations under the Children’s Code. As 

set out in the ICO’s guidance, Children’s Code audits typically assess the organisation’s 

procedures, systems, records and activities in order to:  

                                                           
46 Regulatory Action Policy (ico.org.uk), pg.3 
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 ensure that appropriate policies and procedures are in place;  

 verify that those policies and procedures are being followed;  

 test the adequacy of controls in place;  

 detect breaches or potential breaches of compliance; and  

 recommend any required changes in control, policy and procedure.47  

59. The scope of the Children’s Code audits carried out by the ICO to date covered 

some of the following areas:  

 governance, transparency and rights;  

 diligence and DPIAs;  

 minimisation and sharing;  

 age assurance;  

 detrimental use;  

 privacy settings and parental controls;  

 geolocation;  

 profiling and cookies;  

 nudge techniques;  

 connected toys and devices; and  

 AI & online services.48  

60. Following the audit, the organisation that has been audited is provided with a 

report setting out the findings of the audit. A non-confidential summary of the audit is also 

published on the ICO’s website.49 To date, summaries of six Children’s Code audits have been 

published. These summaries provide similar organisations with an insight into the ICO’s 

expectations regarding compliance with the Children’s Code.  

61. Following audits of video game design companies, the ICO has produced “top 

tips” for assisting game designers in complying with the Children’s Code.50  

                                                           
47 See a-guide-to-audits-for-the-age-appropriate-design-code.pdf (ico.org.uk) 
48 Note that each audit covered three to four of these areas. 
49 See Audits and overview reports | ICO for Children’s Code related audit reports. 
50 Top tips for games designers – how to comply with the Children’s Code | ICO 
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Engagement 

62. The ICO regularly engages with ISS to support their compliance with the 

Children’s Code. Informal feedback to businesses has involved explaining best practice about 

how organisations handle children’s data, including through the use of additional prompts and 

reminders to users, increased parental controls, and the implementation of family management 

tools.  

63. The ICO also undertook a number of workshops which ISS could apply to attend – 

these have taken place between 2020 and 2022 and provided an introduction to the Children’s 

Code, with some workshops focussing on “best interests of the child”, “risk assessment” and 

“likely to be accessed guidance”.  

64. In April 2021 the ICO issued a “transparency champions open call” where 

participants in the open call were  invited to submit ideas and examples of privacy information 

designs that meet the vision of the Children’s Code transparency standard. In June 2021 the ICO 

issued Insights from the Children’s Code transparency champions open call, outlining the 

findings of the review highlighting thematic areas of good practice. 

IMPACT OF THE CHILDREN’S CODE  

65. The Children’s Code has had a significant impact on how ISS process and protect 

children’s data, with changes already announced by large digital economy companies. For 

example:  

 Google pledged to turn location history off for all users under the age of 18 

globally, without the option to turn it on51. 

 Google produced resources to help children, young people and their parents to help 

them better understand its data practices52.  

 Meta has limited personalised advertising to age and location for users under 1853. 

                                                           
51 Giving kids and teens a safer experience online (blog.google) 
52 Giving kids and teens a safer experience online (blog.google) 
53 Age appropriate ads for teens - Meta 
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 Meta has introduced privacy by default settings for teen users of Facebook and 

Instagram. It is also developing online tools to safeguard teen users54.  

 Meta is testing ways to verify the ages of users on Instagram in situations where 

users attempt to edit their age from under the age of 18 to over the age of 18. 

Options currently being tested include ID verification and video selfie 

verification.55  

 Snap has launched a digital literacy programme aimed at educating users about 

data, privacy and online safety; it has removed browsable public profiles for under 

18s; and has set default chat functions to friends only.56  

 Snap has launched a 'Family Centre Hub’ which includes parental control 

features.57  

 TikTok has removed messaging for users under 1658 . 

 Twitter now requires users to enter their date of birth. Previously, Twitter grouped 

adults and children in the same categories for targeted advertising purposes. 

 Epic Games has introduced improved parental control tools and “Cabined 

Accounts”59 so that children under the age of 13 do not have their personal data 

processed until verifiable parental consents60 have been obtained.  

 Epic has partnered with LEGO61 to create safe digital play spaces and has 

committed to safeguard children’s privacy by putting children’s best interests first. 

 Roblox has introduced improved parental control tools and simplified transparency 

information62. 

                                                           
54 Protecting teens and their privacy on Facebook and Instagram - Meta 
55 New ways to verify age on Instagram - Meta 
56 https://values.snap.com/en-GB/news/data-privacy-day-supporting-the-privacy-and-

wellbeing-of-snapchatters  
57 Family Centre - Parental Control For Teens | Snapchat Safety 
58 TikTok: Under 16s can no longer use direct messaging - BBC Newsround 
59 Introducing Epic Games cabined accounts 
60 Parental controls - Epic Games  
61  The LEGO Group and Epic Games Team Up to Build a Place for Kids to Play in the 

Metaverse - Epic Games 
62 Age Appropriate Design Code FAQs – Roblox Support 
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66. The ICO conducted three rounds of research with ISS in scope of the Children’s 

Code covering the 2020-2022 period to track the impact of the Children’s Code. The last round of 

research was conducted in the autumn of 2022, one year after the Children’s Code entered into its 

supervision phase (results attached as Exhibit C). Key findings related to business include: 

 Businesses felt the overall impact of the Children’s Code would be positive for 

wider stakeholders. Around three quarters (77%) of businesses  (2022 wave) 

thought there would be a positive impact on parents/guardians and 71% thought it 

would be beneficial for children. Two thirds (66%) thought it would be positive 

for their organisation and 63% felt it would have a positive impact on their sector 

(there was no notable difference in this figure across sectors). 

 Three quarters of businesses understand the theory within the Children’s Code 

(72%) and understand what conformance with the Children’s Code requires (74%). 

 Fewer businesses reported that they incurred costs because of the Children’s code 

in 2022 than in 2021 (29% compared with 35%). As in previous years, smaller 

companies were less likely to have incurred costs from the Children’s Code (6% 

sole trader, 14% micro, 19% small, 45% medium, 33% large), which was driven 

by a lower proportion thinking that they are in scope. 

 The proportion of businesses that recently incurred costs has also fallen because 

changes had already been made as businesses move towards conformance over 

time. 

 As in autumn 2021, businesses were more likely to think that they were in scope 

prior to hearing a definition of the Children’s Code, something that was consistent 

in 2022. Although fewer businesses thought they were in scope in 2022 than in 

2021 (81% vs 84%) and slightly more thought they were after the definition (73% 

vs 68%) these differences were fairly minor.  

 Between 2021 and 2022 there was no significant change in the proportion of 

businesses that consider themselves fully conformant with the Children’s Code: 

44% of businesses reported this in 2021 and 46% in 2022. 
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 Ease of being conformant remains consistent with 2021, with just over a fifth 

(21%) of businesses finding it difficult to be conformant with the Children’s Code, 

but micro business were far less likely to find this (9%) and medium sized 

businesses were more likely to find it difficult (42% reported this). 

 Businesses were generally more likely to have made these changes regardless of 

the Children’s Code. For example, 52% made changes in designing and 

implementing changes to aspects of the service's user experience independently of 

the Children’s Code compared with 35% who made the change as a direct result of 

the Children’s Code. 

 Very few businesses find it difficult to conform with the Children’s Code, it tends 

to be perceived as integrated into the general data protection conformance of the 

business. Challenges were more often faced by smaller businesses than large 

businesses. 

 While more businesses reported incurring costs in the highest bracket compared to 

2021, only a minority stated the costs were directly related to the Children’s Code. 

In general, the number of businesses experiencing costs had fallen, showing no 

detrimental impact to businesses. 

67. In September 2022, John Edwards confirmed that the ICO has “seen real changes 

since the Children’s Code came into force a year ago. These changes come as a result of the 

ICO’s action enforcing the Children’s Code, making clear to industry the changes that are 

required.”63 The ICO continues to work with industry, civil society groups, parents and children 

to build upon compliance with the Children’s Code and the underlying data protection legislation.  

  

                                                           
63 “Children are better protected online in 2022 than they were in 2021” - ICO marks 

anniversary of Children’s Code | ICO 
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I declare under penalty of perjury under the laws of the United States of America that the 

foregoing is true and correct. Executed on 19111 April 2023, at London, United Kingdom. 
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Information Commissioner's Office 
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Information Commissioner’s foreword

This code came into force on 2 September 2020, with a 12 month transition period.
Organisations should conform by 2 September 2021.

The Secretary of State laid the Age Appropriate Design Code to Parliament under section 125(1)(b) of the
Data Protection Act 2018 (the Act) on 11 June 2020. The ICO issued the code on 12 August 2020 and it will
come into force on 2 September 2020 with a 12 month transition period.

There is more information in the Explanatory Memorandum .

Information Commissioner’s foreword

Data sits at the heart of the digital services children use every day. From the moment a young person
opens an app, plays a game or loads a website, data begins to be gathered. Who’s using the service? How
are they using it? How frequently? Where from? On what device?

That information may then inform techniques used to persuade young people to spend more time using
services, to shape the content they are encouraged to engage with, and to tailor the advertisements they
see.

For all the benefits the digital economy can offer children, we are not currently creating a safe space for
them to learn, explore and play.

This statutory code of practice looks to change that, not by seeking to protect children from the digital
world, but by protecting them within it.

This code is necessary.

This code will lead to changes that will help empower both adults and children.

One in five UK internet users are children, but they are using an internet that was not designed for them.
In our own research conducted to inform the direction of the code, we heard children describing data
practices as “nosy”, “rude” and a “bit freaky”.

Our recent national survey into people’s biggest data protection concerns ranked children’s privacy second
only to cyber security. This mirrors similar sentiments in research by Ofcom and the London School of
Economics.

This code will lead to changes in practices that other countries are considering too.

It is rooted in the United Nations Convention on the Rights of the Child (UNCRC) that recognises the special
safeguards children need in all aspects of their life. Data protection law at the European level reflects this
and provides its own additional safeguards for children.

The code is the first of its kind, but it reflects the global direction of travel with similar reform being
considered in the USA, Europe and globally by the Organisation for Economic Co-operation and
Development (OECD).

This code will lead to changes that UK Parliament wants.

Parliament and government ensured UK data protection laws will truly transform the way we look after
children online by requiring my office to introduce this statutory code of practice.

02 September 2020 - 2.1.2 3
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The code delivers on that mandate and requires information society services to put the best interests of the
child first when they are designing and developing apps, games, connected toys and websites that are
likely to be accessed by them.

This code is achievable.

The code is not a new law but it sets standards and explains how the General Data Protection Regulation
applies in the context of children using digital services. It follows a thorough consultation process that
included speaking with parents, children, schools, children’s campaign groups, developers, tech and gaming
companies and online service providers.

Such conversations helped shape our code into effective, proportionate and achievable provisions.

Organisations should conform to the code and demonstrate that their services use children’s data fairly and
in compliance with data protection law.

The code is a set of 15 flexible standards – they do not ban or specifically prescribe – that provides built-in
protection to allow children to explore, learn and play online by ensuring that the best interests of the child
are the primary consideration when designing and developing online services.

Settings must be “high privacy” by default (unless there’s a compelling reason not to); only the minimum
amount of personal data should be collected and retained; children’s data should not usually be shared;
geolocation services should be switched off by default. Nudge techniques should not be used to encourage
children to provide unnecessary personal data, weaken or turn off their privacy settings. The code also
addresses issues of parental control and profiling.

This code will make a difference.

Developers and those in the digital sector must act. We have allowed the maximum transition period of 12
months and will continue working with the industry.

We want coders, UX designers and system engineers to engage with these standards in their day-to-day to
work and we’re setting up a package of support to help.

But the next step must be a period of action and preparation. I believe companies will want to conform with
the standards because they will want to demonstrate their commitment to always acting in the best
interests of the child. Those companies that do not make the required changes risk regulatory action.

What’s more, they risk being left behind by those organisations that are keen to conform.

A generation from now, I believe we will look back and find it peculiar that online services weren’t always
designed with children in mind.

When my grandchildren are grown and have children of their own, the need to keep children safer online
will be as second nature as the need to ensure they eat healthily, get a good education or buckle up in the
back of a car.

And while our code will never replace parental control and guidance, it will help people have greater
confidence that their children can safely learn, explore and play online.

There is no doubt that change is needed. The code is an important and significant part of that change.

Elizabeth Denham CBE

02 September 2020 - 2.1.2 4
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Executive summary

This code came into force on 2 September 2020, with a 12 month transition period.
Organisations should conform by 2 September 2021.

Children are being ‘datafied’ with companies and organisations recording many thousands of data points
about them as they grow up. These can range from details about their mood and their friendships to what
time they woke up and when they went to bed.

Conforming to this statutory code of practice will ensure that as an organisation providing online services
likely to be accessed by children in the UK, you take into account the best interests of the child. It will help
you to develop services that recognise and cater for the fact that children warrant special protection in how
their personal data is used, whilst also offering plenty of opportunity to explore and develop online.

You have 12 months to implement the necessary changes from the date that the code takes effect following
the Parliamentary approval process. The ICO approach to enforcement as set out in our Regulatory Action
Policy will apply. That policy and this code both apply a proportionate and risk-based approach. 

The United Nations Convention on the Rights of the Child (UNCRC) recognises that children need special
safeguards and care in all aspects of their life. There is agreement at international level and within the
UK that much more needs to be done to create a safer online space for them to learn, explore and play.

In the UK, Parliament and government have acted to ensure that our domestic data protection laws truly
transform the way we safeguard our children when they access online services by requiring the
Commissioner to produce this statutory code of practice. This code seeks to protect children within the
digital world, not protect them from it.

The code sets out 15 standards of age appropriate design reflecting a risk-based approach. The focus is on
providing default settings which ensures that children have the best possible access to online
services whilst minimising data collection and use, by default.

It also ensures that children who choose to change their default settings get the right information, guidance
and advice before they do so, and proper protection in how their data is used afterwards. 

You should follow the standards as part of your approach to complying with data protection law. If you can
show us that you conform to these standards then you will conform to the code. The standards
are cumulative and interlinked and you must implement them all, to the extent they are relevant to your
service, in order to demonstrate your conformity.

The detail below the standards provides further explanation to help you understand and implement them in
practice. It is designed to help you if you aren’t sure what to do, but it is not prescriptive. This should give
you enough flexibility to develop services which conform to the standards in your own way, taking a
proportionate and risk-based approach. It will help you to design services that comply with the General
Data Protection Regulation (GDPR) and the Privacy and Electronic Communications Regulations (PECR).

02 September 2020 - 2.1.2 5
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Additional resources

Age appropriate design code
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Code standards

This code came into force on 2 September 2020, with a 12 month transition period.
Organisations should conform by 2 September 2021.

The standards are:

Best interests of the child: The best interests of the child should be a primary consideration when you
design and develop online services likely to be accessed by a child.

1. 

Data protection impact assessments: Undertake a DPIA to assess and mitigate risks to the rights
and freedoms of children who are likely to access your service, which arise from your data processing.
Take into account differing ages, capacities and development needs and ensure that your DPIA builds in
compliance with this code.

2. 

Age appropriate application: Take a risk-based approach to recognising the age of individual users
and ensure you effectively apply the standards in this code to child users. Either establish age with a
level of certainty that is appropriate to the risks to the rights and freedoms of children that arise from
your data processing, or apply the standards in this code to all your users instead.

3. 

Transparency: The privacy information you provide to users, and other published terms, policies and
community standards, must be concise, prominent and in clear language suited to the age of the child.
Provide additional specific ‘bite-sized’ explanations about how you use personal data at the point that
use is activated.

4. 

Detrimental use of data: Do not use children’s personal data in ways that have been shown to be
detrimental to their wellbeing, or that go against industry codes of practice, other regulatory provisions
or Government advice.

5. 

Policies and community standards: Uphold your own published terms, policies and community
standards (including but not limited to privacy policies, age restriction, behaviour rules and content
policies).

6. 

Default settings: Settings must be ‘high privacy’ by default (unless you can demonstrate a compelling
reason for a different default setting, taking account of the best interests of the child).

7. 

Data minimisation: Collect and retain only the minimum amount of personal data you need to provide
the elements of your service in which a child is actively and knowingly engaged. Give children separate
choices over which elements they wish to activate.

8. 

Data sharing: Do not disclose children’s data unless you can demonstrate a compelling reason to do so,
taking account of the best interests of the child.

9. 

Geolocation: Switch geolocation options off by default (unless you can demonstrate a compelling
reason for geolocation to be switched on by default, taking account of the best interests of the child).
Provide an obvious sign for children when location tracking is active. Options which make a child’s
location visible to others must default back to ‘off’ at the end of each session.

10. 

Parental controls: If you provide parental controls, give the child age appropriate information about
this. If your online service allows a parent or carer to monitor their child’s online activity or track their
location, provide an obvious sign to the child when they are being monitored.

11. 

Profiling: Switch options which use profiling ‘off’ by default (unless you can demonstrate a compelling
reason for profiling to be on by default, taking account of the best interests of the child). Only allow
profiling if you have appropriate measures in place to protect the child from any harmful effects (in
particular, being fed content that is detrimental to their health or wellbeing).

12. 

02 September 2020 - 2.1.2 7
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Nudge techniques: Do not use nudge techniques to lead or encourage children to provide unnecessary
personal data or weaken or turn off their privacy protections.

13. 

Connected toys and devices: If you provide a connected toy or device ensure you include effective
tools to enable conformance to this code.

14. 

Online tools: Provide prominent and accessible tools to help children exercise their data protection
rights and report concerns.

15. 

02 September 2020 - 2.1.2 8
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About this code

This code came into force on 2 September 2020, with a 12 month transition period.
Organisations should conform by 2 September 2021.

At a glance

This code explains how to ensure your online services appropriately safeguard children’s personal data. You
should follow the code to help you process children’s data fairly. It will also enable you to design services
that comply, and demonstrate you comply, with the GDPR and PECR. If you do not follow this code, you are
likely to find it more difficult to demonstrate your compliance with the law, should we take regulatory action
against you.

Who is this code for?

What is the purpose of this code?

What is the status of this code?

How should we use the code?

Who is this code for?

This code is for providers of information society services (ISS). It applies to you if you provide online
products or services (including apps, programs, websites, games or community environments, and
connected toys or devices with or without a screen) that process personal data and are likely to be
accessed by children in the UK. It is not only for services aimed at children. In this code ‘online service’
means a relevant ISS. For more information, see the separate section on services covered by this code.

What is the purpose of this code?

This code addresses how to design data protection safeguards into online services to ensure they are
appropriate for use by, and meet the development needs of, children.

It reflects the increasing concern about the position of children in society and the modern digital world in
particular. There is agreement at international level and within the UK that much more needs to be done to
create a safe online space for them to learn, explore and play. This code achieves this not by seeking to
protect children from the digital world, but by protecting them within it.

The UNCRC recognises that children need special safeguards and care in all aspects of their life and
requires that these should be guaranteed by appropriate legal protections. European level data protection
law reflects this and provides its own additional safeguards for children.

In the UK, Parliament and government have acted to ensure that our domestic data protection laws do truly
transform the way we safeguard our children when they access online services by requiring the
Commissioner to produce this statutory code of practice. This code delivers on Parliament and the
government’s intent to use data protection law to make a profound and lasting change to how we look after
our children when they access online services.

It takes account of the standards and principles set out in the UNCRC, and sets out specific protections for

02 September 2020 - 2.1.2 9
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children’s personal data in compliance with the provisions of the GDPR.

If you provide relevant online services, this code will help you to comply, and demonstrate that you comply,
with your data protection obligations. Conforming to the standards in this code will be a key measure of
your compliance with data protection laws. Following this code will also show parents and other users of
your services that you take children’s privacy seriously, you can be trusted with children’s data, and your
services are appropriate for children to use.

How does this code take account of the rights of the child?

In preparing this code, the Commissioner is required to consider the UK’s obligations under the UNCRC, and
the fact that children have different needs at different ages.

The code incorporates the key principle from the UNCRC that the best interests of the child should be a
primary consideration in all actions concerning children. It also aims to respect the rights and duties of
parents, and the child’s evolving capacity to make their own choices.

In particular, this code aims to ensure that online services use children’s data in ways that support the
rights of the child to:

freedom of expression;

freedom of thought, conscience and religion;

freedom of association;

privacy;

access information from the media (with appropriate protection from information and material injurious
to their well-being);

play and engage in recreational activities appropriate to their age; and

protection from economic, sexual or other forms of exploitation.

How does this code support parents?

Parents (or guardians) play a key role in protecting their children and deciding what is in their best
interests. However, in the context of online services, parents and children may find it difficult to make
informed choices or exercise any control over the way those services use children’s data. Often the only
choice in practice is to avoid online services altogether, which means the child loses the benefits of online
play, interaction and development. This code therefore expects providers of these services to take
responsibility for ensuring that the way their services use personal data is appropriate to the child’s age,
takes account of their best interests, and respects their rights; as well as supporting parents or older
children in making choices (where appropriate) in the child’s best interests.

How does this code support data protection compliance?

The UK data protection regime is set out in the Data Protection Act 2018 (DPA 2018) and the GDPR. This
regime requires you to take a risk-based approach when you use people’s data, based on certain key
principles, rights and obligations.

This code supports compliance with those general principles by setting out specific protections you need to
build in when designing online services likely to be accessed by children, in line with Recital 38 of the
GDPR:

02 September 2020 - 2.1.2 10
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In particular, this code sets out practical measures and safeguards to ensure processing under the GDPR
can be considered ‘fair’ in the context of online risks to children, and will help you comply with:

Article 5(1)(a): the fairness, lawfulness and transparency principle;

Article 5(1)(b): the purpose limitation principle;

Article 5(1)(c): the data minimisation principle;

Article 5(1)(e): the storage limitation principle;

Article 5(2): the accountability principle;

Article 6: lawfulness of processing;

Articles 12, 13 and 14: the right to be informed;

Articles 15 to 20: the rights of data subjects;

Article 22: profiling and automated decision-making;

Article 25: data protection by design and by default; and

Article 35: data protection impact assessments (DPIAs).

It covers your use of ‘inferred data’ (information about a child that you don’t collect directly, but that you
infer from other information or from their behaviours online) as well as data you collect directly from the
child.

Annex C also includes some guidance on identifying your lawful basis for processing in the context of an
online service. If you rely on consent, it explains the Article 8 rule on parental consent for children under
13.

PECR also set some specific rules on the use of cookies and other technologies which rely on access to user
devices, and on electronic marketing messages. This code refers to those requirements where relevant, but
for full details on how to comply you should read our separate Guide to PECR.

If you need to process personal data in order to protect children from online harms, such as child sexual
exploitation and abuse, then this code shouldn’t prevent you from doing so. However, you need to satisfy
all the usual data protection requirements before you proceed, such as ensuring that the processing is fair
and proportionate to the harm you are seeking to prevent, identifying a lawful basis for processing and
providing transparency information.

What is the status of this code?

What is the legal status of the code?

This is a statutory code of practice prepared under section 123 of the DPA 2018:



“Children merit specific protection with regard to their personal data, as they may be less aware of the
risks, consequences and safeguards concerned and their rights in relation to the processing of personal
data. Such specific protection should, in particular, apply to the use of personal data of children for the
purposes of marketing or creating personality or user profiles and the collection of personal data with
regard to children when using services offered directly to a child…”

02 September 2020 - 2.1.2 11
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It was laid before Parliament on 11 June 2020 and issued on 12 August 2020 under section 125 of the DPA
2018. It comes into force on 2 September 2020.

As was made clear in the Parliamentary debates when the Data Protection Bill passed through Parliament, if
your online service fails to conform to a provision of this code you may find it difficult to demonstrate
compliance with the law and you may invite regulatory action.

In accordance with section 127 of the DPA 2018, the Commissioner must take the code into account when
considering whether an online service has complied with its data protection obligations under the GDPR or
PECR. In particular, the Commissioner will take the code into account when considering questions of
fairness, lawfulness, transparency and accountability under the GDPR, and in the use of her enforcement
powers.

The code can also be used in evidence in court proceedings, and the courts must take its provisions into
account wherever relevant.

What happens if we don’t conform to the standards in this code?

If you don’t conform to the standards in this code, you are likely to find it more difficult to demonstrate that
your processing is fair and complies with the GDPR and PECR. If you process a child’s personal data in
breach of the GDPR or PECR, we can take action against you.

Tools at our disposal include assessment notices, warnings, reprimands, enforcement notices and penalty
notices (administrative fines). For serious breaches of the data protection principles, we have the power to
issue fines of up to €20 million (£17.5 million when the UK GDPR comes into effect) or 4% of your annual
worldwide turnover, whichever is higher.

Our approach to using these powers will take account of the risks to children that arise from your data
processing, and the efforts you have made to conform to the standards in this code. In cases where we find
against you, we are more likely to allow you time to bring your service into compliance if you have a
well-documented and reasoned case to support the approach you have taken.

Conversely, if you have not taken proper steps to conform despite clear evidence or constructive knowledge
that children are likely to access your service, and clear evidence of significant risk arising from the use of
children’s data, we are more likely to take formal regulatory action. The established ICO approach to
enforcement as set out in our Regulatory Action Policy will apply to use of children’s personal data under
the GDPR and consideration of this code.

For more information, see the separate section on enforcement of this code.

How is this code affected when the UK leaves the EU?

This code is based on and refers to the relevant provisions of the DPA 2018 and GDPR as they apply in the
UK in November 2019, before exit day.



“The Commissioner must prepare a code of practice which contains such guidance as the Commissioner
considers appropriate on standards of age appropriate design of relevant information society services
which are likely to be accessed by children.”
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If the UK leaves the EU with no deal, the EU version of the GDPR will no longer be law in the UK. However,
a UK version of the GDPR will be written into UK law (UK GDPR). The UK GDPR will sit alongside an
amended version of the DPA 2018. Although this code is based on the provisions of the DPA 2018 and EU
GDPR in effect before exit day, the key data protection principles, rights and obligations underlying this
code will remain the same under the UK GDPR.

The standards in this code will therefore still apply. The Commissioner will continue to take the code into
account. However, after exit day, you should read references in this code to the GDPR as references to the
equivalent provision in the UK GDPR. We have also highlighted a few specific changes throughout this code
where directly relevant.

If the UK agrees to leave the EU with a deal, there will be an implementation period during which the GDPR
– and this code – will continue to apply in the UK in the same way as before exit day. At the end of the
implementation period, the default position is the same as for a no-deal exit, and we expect this code to
remain in effect.

If there are any further changes to the details of the future UK regime, the Commissioner will review the
standards in this code to ensure they remain relevant and appropriate to support compliance with UK law.

What is the status of ‘further reading’ or other linked resources?

Any further reading or other resources which are mentioned in or linked from this code do not form part of
the code. We provide links to give you helpful context and further guidance on specific issues, but there is
no statutory obligation under the DPA 2018 for the Commissioner or courts to take it into account (unless it
is another separate statutory code of practice).

Where we link to other ICO guidance, that guidance will inevitably reflect the Commissioner’s views and
inform our general approach to interpretation, compliance and enforcement.

We may also link to relevant guidance provided by the European Data Protection Board (EDPB), which is
the independent body established to ensure consistency within the EU when interpreting the GDPR and
taking regulatory action.

How should we use the code?

The standards at the start of this code are the 15 headline ‘standards of age appropriate design’ that you
need to implement. The main body of this code is then divided into 15 sections, each giving more detail on
what the standard means, why it is important, and how you can implement it. This further explanation is
designed to help you if you aren’t sure what to do, but it is not prescriptive. It should give you enough
flexibility to develop services which conform to the standards in your own way, taking a proportionate and
risk-based approach. It will help you to design services that comply with the GDPR and PECR.

Your conformity to the code will be assessed against the 15 headline standards. However, we recommend
that you read the code in full as it will help you understand how you can implement each standard properly.
These standards are cumulative and interdependent - you must implement all of them, to the extent they
are relevant to your service, in order to demonstrate your conformance to the code.

This code assumes familiarity with key data protection terms and concepts. We have included a glossary at
the end of this code as a quick reference point for common concepts and abbreviations, but if you need an
introduction to data protection – or more context and guidance on key concepts – you should refer to our
separate Guide to Data Protection.

This code focuses on specific safeguards to ensure your data regime is appropriate for children who are
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likely to access your service, so that you process their data fairly. It is not intended as an exhaustive guide
to data protection compliance. For example, it does not elaborate on your obligations on security,
processors or breach reporting. You need to make sure you are aware of all of your obligations, and you
should read this code alongside our other guidance. Your DPIA process should incorporate measures to
comply with your data protection obligations generally, as well as conform to the specific standards in this
code.

Further reading outside this code

United Nations Convention on the Rights of the Child 

Guide to Data Protection 

Guide to PECR 

ICO Regulatory Action Policy 

DP and Brexit 
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Services covered by this code

This code came into force on 2 September 2020, with a 12 month transition period.
Organisations should conform by 2 September 2021.

At a glance

This code applies to “information society services likely to be accessed by children” in the UK. This includes
many apps, programs, connected toys and devices, search engines, social media platforms, streaming
services, online games, news or educational websites and websites offering other goods or services to users
over the internet. It is not restricted to services specifically directed at children.

In more detail

What services does this code apply to?

What do you mean by an ‘information society service’?

What types of online services are not 'relevant ISS'?

When are services ‘likely to be accessed by children’?

Does it apply to services based outside the UK?

What about the eCommerce Regulations 2002?

What services does this code apply to?

Section 123 of the DPA 2018 says that this code applies to:

It says that ‘information society services’ has the same meaning as it has in the GDPR except that it does
not include ‘preventive or counselling services’, and that ‘relevant ISS’ are those which involve the
processing of personal data to which the GDPR applies.

The vast majority of online services used by children are covered, although there are some limited
exceptions that are discussed in more detail below. Annex A to this code provides a flowchart setting out
the questions you will need to answer if you are uncertain whether your service is covered.

What do you mean by an ‘information society service’?

The definition is broad and the majority of online services that children use are covered.

‘Information society service’ is defined as:



“relevant information society services which are likely to be accessed by children.”
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For the purposes of this definition:

Essentially this means that most online services are ISS, including apps, programs and many websites
including search engines, social media platforms, online messaging or internet based voice telephony
services, online marketplaces, content streaming services (eg video, music or gaming services), online
games, news or educational websites, and any websites offering other goods or services to users over the
internet. Electronic services for controlling connected toys and other connected devices are also ISS.

These services are covered even if the ‘remuneration’ or funding of the service doesn’t come directly from
the end user. For example, an online gaming app or search engine that is provided free to the end user but
funded via advertising still comes within the definition of an ISS. This code also covers not-for-profit apps,
games and educational sites, as long as those services can be considered as ‘economic activity’ in a more
general sense. For example, they are types of services which are typically provided on a commercial basis.

If you are a small business with a website, your website is an ISS if you sell your products online, or offer a
type of service which is transacted solely or mainly via your website without you needing to spend time
with the customer in person.

What types of online services are not ‘relevant ISS’?

Some services provided by public authorities

If you are a public authority which provides an online public service then, as long as the type of service you
offer is not typically provided on a commercial basis your service is not a relevant ISS. This is because it is
not a service ‘normally provided for remuneration’.

If you are a police force or other competent authority with an online service which processes personal data
for law enforcement purposes, then your service isn’t a relevant ISS. This is because relevant ISS are those
which involve the processing of personal data ‘to which the GDPR applies’. The GDPR does not apply to
processing by competent law enforcement authorities for law enforcement purposes. For further
information about the scope of the GDPR and how data protection law applies to processing for law



“any service normally provided for remuneration, at a distance, by electronic means and at the
individual request of a recipient of services.



(i) ‘at a distance’ means that the service is provided without the parties being simultaneously present;

(ii) ‘by electronic means’ means that the service is sent initially and received at its destination by
means of electronic equipment for the processing (including digital compression) and storage of data,
and entirely transmitted, conveyed and received by wire, by radio, by optical means or by other
electromagnetic means;

(iii) ‘at the individual request of a recipient of services’ means that the service is provided through the
transmission of data on individual request.”
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enforcement purposes see our Guide to data protection.

Websites which just provide information about a real-world business or service

If your website just provides information about your real-world business, but does not allow customers to
buy products online or access a specific online service, it is not an ISS. This is because the service being
offered is not provided ‘at a distance’. An online booking service for an in-person appointment does not
qualify as an ISS.

Traditional voice telephony services

Traditional voice telephony services are not relevant ISS. This is because they are not considered to be
‘delivered by electronic means’. This differs from internet based voice calling services (VOIP) which are
within scope as they are delivered over the internet by electronic means.

General broadcast services

The definition of an ISS does not include broadcast services such as scheduled television or radio
transmissions that are broadcast to a general audience, rather than at the request of the individual (even if
the channel is broadcast over the internet).

This differs from ‘on demand’ services which are, by their nature, provided ‘at the individual request of a
recipient’.

If you provide both a general broadcast and an on demand service, then the on demand element of your
service will be covered by the code.

Preventive or counselling services

This code does not apply to websites or apps specifically offering online counselling or other preventive
services (such as health screenings or check-ups) to children. This is because s123 scopes out ‘preventive
or counselling services’. However, more general health, fitness or wellbeing apps or services are covered.

When are services ‘likely to be accessed by children’?

This code applies if children are likely to use your service. A child is defined in the UNCRC and for the
purposes of this code as a person under 18.

If your service is designed for and aimed specifically at under-18s then the code applies. However, the
provision in section 123 of the DPA is wider than this. It also applies to services that aren’t specifically
aimed or targeted at children, but are nonetheless likely to be used by under-18s.

It is important to recognise that Parliament sought to use the wording ‘likely to be accessed by’ rather than
narrower terms, to ensure that the application of the code did not exclude services that children were using
in reality. This drew on experience of other online child protection regimes internationally, that only focused
on services designed for children and therefore left a gap in coverage and greater risk.

We consider that for a service to be ‘likely’ to be accessed, the possibility of this happening needs to be
more probable than not. This recognises the intention of Parliament to cover services that children use in
reality, but does not extend the definition to cover all services that children could possibly access.

In practice, whether your service is likely to be accessed by children or not is likely to depend on:

the nature and content of the service and whether that has particular appeal for children; and
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the way in which the service is accessed and any measures you put in place to prevent children gaining
access.

You should take a common sense approach to this question. If your service is the kind of service that you
would not want children to use in any case, then your focus should be on how you prevent access (in which
case this code does not apply), rather than on making it child-friendly. For example, if it is an adult only,
restricted, or otherwise child-inappropriate service. This code should not lead to the perverse outcome of
providers of restricted services having to make their services child-friendly.

If your service is not aimed at children but is not inappropriate for them to use either, then your focus
should be on assessing how appealing your service will be to them. If the nature, content or presentation of
your service makes you think that children will want to use it, then you should conform to the standards in
this code.

If you have an existing service and children form a substantive and identifiable user group, the ‘likely to be
accessed by’ definition will apply.

Given the breadth of application, the ICO recognises that it will be possible to conform to this code in a
risk-based and proportionate manner.

If you decide that your service is not likely to be accessed by children and that you are therefore not going
to implement the code then you should document and support your reasons for your decision. You may
wish to refer to market research, current evidence on user behaviour, the user base of similar or existing
services and service types and testing of access restriction measures.

If you initially judge that the service is not likely to be accessed by children, but evidence later emerges
that a significant number of children are in fact accessing your service, you will need to conform to the
standards in this code or review your access restrictions if you do not think it is appropriate for children to
use your service.

Does it apply to services based outside the UK?

This code is issued under the DPA 2018. The DPA 2018 applies to online services based in the UK.

It also applies to online services based outside the UK that have a branch, office or other ‘establishment’ in
the UK, and process personal data in the context of the activities of that establishment.

The DPA 2018 may also apply to some other services based outside the UK even if they don’t have an
establishment in the UK. If the relevant establishment is outside the European Economic Area (EEA), the
DPA 2018 still applies if you offer your service to users in the UK, or monitor the behaviour of users in the
UK. The code applies if that service is likely to be accessed by children.

If you don’t have a UK establishment, but do have an establishment elsewhere in the EEA this code does
not apply (even if you offer your service to UK users, or monitor the behaviour of users in the UK).

If the code applies to your processing but, under the GDPR ‘one-stop-shop’ arrangements you have a lead
supervisory authority other than the ICO, then we may ask them to take the code into account when
considering your compliance with the GDPR and PECR. Alternatively, if we consider the case to be a ‘local’
case (affecting UK users only), we may take action ourselves and take the code into account.

How will this change when the UK leaves the EU?

When the UK leaves the EU (or at the end of the implementation period, if the UK leaves the EU with a
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deal), the UK regime will apply to services established in the EEA who are targeting UK users in the same
way as to services established outside the EEA. The UK will no longer be part of the GDPR one-stop-shop
system.

If you are established in the EEA and offer your service to UK users, or monitor the behaviour of users in
the UK, this code will apply to you from exit day (or from the end of the implementation period if a deal is
agreed).

What about the eCommerce Regulations 2002?

The eCommerce Regulations 2002 (ECR) do not exempt you from compliance with your data protection
obligations. Regulation 3(1)(b) of the ECR, as amended by Schedule 19 Part 2 paragraph 288 of the DPA
2018, states that:

Whilst the ECR includes a ‘safe harbour’ regime for certain activities that you may carry out as an
‘intermediary’ service provider, it is important to note that:

this does not remove your responsibility for data protection compliance, either in general or in relation
to those activities; and

the provisions of the GDPR are without prejudice to this regime.

The ICO will take the safe harbour regime into account, particularly in cases of complaints and potential
regulatory action arising from activities relating to those that the safe harbour regime covers.

You should assess how the legal framework applies to activities you perform in your own right, and those
which you perform as an intermediary. For example, an Internet Service Provider (ISP) or Mobile Network
Operator (MNO) might provide core connectivity services as an intermediary service provider whilst also
providing services such as customer service Apps or corporate websites in their own right. If necessary you
may need to obtain specialist legal advice.

For more information, see the section on ‘Enforcement of this Code’.



‘Nothing in these Regulations shall apply in respect of –

(b) questions relating to information society services covered by the GDPR and Directive 2002/58/EC of
the European Parliament and of the Council of 12th July 2002 concerning the processing of personal
data and the protection of privacy in the electronic communications sector (Directive on privacy and
electronic communications)’

Further reading outside this code

For further information on the definition of an ISS see:

Article 1(1) and Annex 1 of Directive (EU) 2015/1535 (Article 4(25) of the GDPR incorporates this
definition into the GDPR)  Ker-Optika v ANTSZ (CJEU case C-108/09, 2 December 2010) 

McFadden v Sony (CJEU case C-484/14, 15 September 2016) 

Elite Taxi v Uber (Opinion of the AG in case C-434/15, 11 May 2017) 
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The ICO has launched a consultation on a package of support for the providers of online services likely to
be accessed by children. 

For more information on whether the GDPR applies, see our guidance:

Introduction to Data Protection - Which regime? 

For more information on the GDPR one-stop-shop principle, see the EDPB guidelines on the lead
supervisory authority .
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Transitional arrangements

This code came into force on 2 September 2020, with a 12 month transition period.
Organisations should conform by 2 September 2021.

At a glance

Providers of ISS likely to be accessed by children should bring their processing in line with the standards in
this code by 2 September 2021.

In more detail

When will the code take effect?

What should we do about our existing services?

When will the code take effect?

The code was issued on 12 August 2020.

It comes into force on 2 September 2020.

From 2 September 2021 the Commissioner must take the code into account when considering whether an
online service has complied with its data protection obligations under the GDPR and PECR. The courts must
also take the provision of the code into account, when relevant, from this date.

Our approach is to encourage conformance and we would encourage you to start preparing for the code
taking effect sooner rather than later. In accordance with our Regulatory Action Policy, when considering
any enforcement action we will take into account the efforts you have made towards conformance during
the transition period, as well as the size and resources of your organisation, and the risks to children
inherent in your data processing.

The code will apply to both new and existing services.

What should we do about our existing services?

We recommend that you start by reviewing your existing services to establish whether they are covered.

For services that are covered, you should already have a DPIA – but you should now review it (or conduct a
new one) as soon as possible. This will give you the maximum amount of time available to you to bring
your processing into line with the standards in the code. You should focus on assessing conformance with
the standards in this code and identifying any additional measures necessary to conform.

You should make changes to your service as soon as possible, and in any event by 2 September 2021.

Where changes include changes to physical rather than purely online products, then you should ensure that
the necessary changes are incorporated into manufacturing cycles schedules commencing after 2
September 2021. For example, if you are making changes to packaging, printed information or the physical
component of a connected toy or device. You will not be required to recall or amend existing stock, or to
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amend manufacturing cycles that were already scheduled to commence before 2 September 2021 when
this code came into force.

You should also consider how to manage any changes to the way in which your service operates with your
existing users. You should think about how their online experience might change and how best to
communicate and prepare them for these changes so that any impact is properly managed.
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Standards of age appropriate design

This code came into force on 2 September 2020, with a 12 month transition period.
Organisations should conform by 2 September 2021.

Section 123 of the DPA 2018 says this code must contain:

It defines ‘standards of age-appropriate design’ as:

The standards are not intended as technical standards, but as a set of technology-neutral design principles
and practical privacy features. The focus of the code is to set a benchmark for the appropriate protection of
children’s personal data. Different services will require different technical solutions.

You must build the standards set out in this code into your design processes from the start, into
subsequent upgrade and service development processes and into your DPIA process.

For more information on how we enforce these standards, see the separate section on enforcement of this
code.



“such guidance as the Commissioner considers appropriate on standards of age-appropriate design of
relevant information society services which are likely to be accessed by children.”



“such standards of age-appropriate design of such services as appear to the Commissioner to be
desirable having regard to the best interests of children.”
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1. Best interests of the child

This code came into force on 2 September 2020, with a 12 month transition period.
Organisations should conform by 2 September 2021.

What do you mean by ‘the best interests of the child’?

The concept of the best interests of the child comes from Article 3 of the United Nations Convention on the
Rights of the Child (UNCRC):

The UNCRC incorporates provisions aimed at supporting the child’s needs for safety, health, wellbeing,
family relationships, physical, psychological and emotional development, identity, freedom of expression,
privacy and agency to form their own views and have them heard. Put simply, the best interests of the child
are whatever is best for that individual child.

The UNCRC expressly recognises the role of parents and carers (including extended family, guardians and
others with legal responsibility) in protecting and promoting the best interests of the child.

It also recognises the child’s right to privacy and freedom from economic exploitation. The importance of
access to information, association with others, and play in supporting the child’s development. And the
child’s right, in line with their evolving capacities, to have a voice in matters that affect them.

The UNCRC provides a framework which balances a number of different interests and concerns, with the
intention of providing whatever is best for each individual child.

The placing of the best interests of the child as a ‘primary consideration’ recognises that the best interests
of the child have to be balanced against other interests. For example the best interests of two individual
children might be in conflict, or acting solely in the best interests of one child might prejudice the rights of
others. It is unlikely however that the commercial interests of an organisation will outweigh a child’s right
to privacy.

Why is this important?

This is important because the Information Commissioner is required to have regard to the United Kingdom’s
obligations under the UNCRC in drafting this code.

It is also important because it provides a framework to help you understand the needs of children and the

The best interests of the child should be a primary consideration when you design and develop online
services likely to be accessed by a child.



“In all actions concerning children, whether undertaken by public or private social welfare institutions,
courts of law, administrative authorities or legislative bodies, the best interests of the child shall be a
primary consideration.”
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rights that you have to take into account when designing online services.

Article 5(1)(a) of the GDPR says personal data shall be:

And recital 38 to the GDPR says:

If you consider the best interests of child users in all aspects of your design of online services, then you
should be well placed to comply with the ‘lawfulness, fairness and transparency’ principle, and to take
proper account of Recital 38.

The principle of ‘the best interests of the child’ is therefore both something that you specifically need to
consider when designing your online service, and a theme that runs throughout the provisions of this code.

How can we make sure that we meet this standard?

Consider and support the rights of children

In order to implement this standard you need to consider the needs of child users and work out how you
can best support those needs in the design of your online service, when you process their personal data. In
doing this you should take into account the age of the user. You may need to use evidence and advice from
expert third parties to help you do this.

In particular you should consider how, in your use of personal data, you can:

keep them safe from exploitation risks, including the risks of commercial or sexual exploitation and
sexual abuse;

protect and support their health and wellbeing;

protect and support their physical, psychological and emotional development;

protect and support their need to develop their own views and identity;

protect and support their right to freedom of association and play;

support the needs of children with disabilities in line with your obligations under the relevant equality
legislation for England, Scotland, Wales and Northern Ireland;

recognise the role of parents in protecting and promoting the best interests of the child and support
them in this task; and

recognise the evolving capacity of the child to form their own view, and give due weight to that view.



“processed lawfully, fairly and in a transparent manner in relation to the data subject (‘lawfulness,
fairness and transparency)”



“Children merit specific protection with regard to their personal data, as they may be less aware of the
risks, consequences and safeguards concerned and their rights in relation to the processing…”
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Taking account of the best interests of the child does not mean that you cannot pursue your own
commercial or other interests. Your commercial interests may not be incompatible with the best interests of
the child, but you need to account for the best interests of the child as a primary consideration where any
conflict arises.

Further reading outside this code

United Nations Convention of Rights of the Child 
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2. Data protection impact assessments

This code came into force on 2 September 2020, with a 12 month transition period.
Organisations should conform by 2 September 2021.

What do you mean by a ‘DPIA’?

A DPIA is a defined process to help you identify and minimise the data protection risks of your service –
and in particular the specific risks to children who are likely to access your service which arise from your
processing of their personal data.

You should begin a DPIA early in the design of your service, before you start your processing. It should
include these steps:

Step 1: identify the need for a DPIA

Step 2: describe the processing

Step 3: consider consultation

Step 4: assess necessity and proportionality

Step 5: identify and assess risks arising from your processing

Step 6: identify measures to mitigate the risks

Step 7: sign off, record and integrate outcomes

The DPIA process is designed to be flexible and scalable. You can design a process that fits with your
existing approach to design and development, as long as it contains these key elements, and the outcomes
influence the design of your service. It does not need to be a time-consuming process in every case.

Why are DPIAs important?

DPIAs are a key part of your accountability obligations under the GDPR, and help you adopt a ‘data
protection by design’ approach. A good DPIA is also an effective way to assess and document your
compliance with all of your data protection obligations and the provisions of this code.

The GDPR says you must do a DPIA before you begin any type of processing that is likely to result in a
high risk to the rights and freedoms of individuals.

This is not about whether your service is actually high risk, but about screening for potential indicators of

Undertake a DPIA to assess and mitigate risks to the rights and freedoms of children who are likely to
access your service, which arise from your data processing. Take into account differing ages, capacities
and development needs and ensure that your DPIA builds in compliance with this code.

Further reading outside this code

See our detailed guidance on DPIAs 
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high risk. The nature and context of online services within the scope of this code mean they inevitably
involve a type of processing likely to result in a high risk to the rights and freedoms of children.

The ICO is required by Article 35(4) of the GDPR to publish a list of processing operations that require a
DPIA. This list supplements GDPR criteria and relevant European guidelines, and includes: 

Online services may also trigger several other criteria indicating the need for a DPIA, including innovative
technology, large-scale profiling, biometric data, and online tracking. In practice, this means that if you
offer an online service likely to be accessed by children, you must do a DPIA.

However, DPIAs are not just a compliance exercise. Your DPIA should consider compliance risks, but also
broader risks to the rights and freedoms of children that might arise from your processing, including the
potential for any significant material, physical, psychological or social harm.

An effective DPIA allows you to identify and fix problems at an early stage, designing data protection in
from the start. This can bring cost savings and broader benefits for both children and your organisation. It
can reassure parents that you protect their children’s interests and your service is appropriate for children
to use. The consultation phase of a DPIA can also give children and parents the chance to have a say in
how their data is used, help you build trust, and improve your understanding of child-specific needs,
concerns and expectations. It may also help you avoid reputational damage later on.

How can we make sure that we meet this standard?

There is no definitive DPIA template, but you can use or adapt the template included as an annex to this
code if you wish.

You must consult your Data Protection Officer (DPO) (if you have one) and, where appropriate, individuals
and relevant experts. Any processors may also need to assist you.

Your DPIA must have a particular focus on the specific rights of and risks to children using your service that
arise from your data processing. It should also assess and document your compliance with this code. You
should build these additional elements into each stage of your DPIA, not bolt them on the end.

You need to follow the usual DPIA process set out in our separate guidance on how to conduct a DPIA ,
but you should build in the following specific issues at each stage.

Step 1: Identify when to do your DPIA

You must embed a DPIA into the design of any new online service that is likely to be accessed by children.
You must complete your DPIA before the service is launched, and ensure the outcomes can influence your
design. You should not treat a DPIA as a rubber stamp or tick-box exercise at the end of the design
process.

You must also do a DPIA if you are planning to make any significant changes to the processing operations



“the use of the personal data of children or other vulnerable individuals for marketing purposes,
profiling or other automated decision-making, or if you intend to offer online services directly to
children.”
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of an existing online service likely to be accessed by children.

An external change to the wider context of your service may also prompt you to review your DPIA. For
example, if a new security flaw is identified, or a new public concern is raised over specific features of your
service or particular risks to children.

 

Step 2: Describe the processing

You need to describe the nature, scope, context and purposes of the processing. In particular, you should
include:

whether you are designing your service for children;

if not, whether children are nevertheless likely to access your service;

the age range of those children;

your plans, if any, for parental controls;

your plans, if any, for establishing the age of your individual users;

the intended benefits for children;

the commercial interests (of yourself or third parties) that you have taken into account

any profiling or automated decision-making involved;

any geolocation elements;

the use of any nudge techniques;

any processing of special category data;

any processing of inferred data;

any current issues of public concern over online risks to children;

any relevant industry standards or codes of practice;

your responsibilities under the applicable equality legislation for England, Scotland, Wales and Northern
Ireland; and

any relevant guidance or research on the development needs, wellbeing or capacity of children in the
relevant age range.

Step 3: Consult with children and parents

Depending on the size of your organisation, resources and the risks you have identified, you can seek and
document the views of children and parents (or their representatives), and take them into account in your
design.

We will expect larger organisations to do some form of consultation in most cases. For example, you could
choose to get feedback from existing users, carry out a general public consultation, conduct market
research, conduct user testing, or contact relevant children’s rights groups for their views. This should

Further reading outside this code

ICO list of processing operations that require a DPIA 

European guidelines on DPIAs 
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include feedback on the child’s ability to understand the ways you use their data and the information you
provide. If you consider that it is not possible to do any form of consultation, or it is unnecessary or wholly
disproportionate, you should record that decision in your DPIA, and be prepared to justify it to us. However,
it is usually possible to carry out some form of market research or user feedback.

You should also consider seeking independent advice from experts in children’s rights and developmental
needs as part of this stage. This is especially important for services which:

are specifically designed for children;

are designed for general use but known to be widely used by children (such as games or social media
sites); or

use children’s data in novel or unanticipated ways.

Step 4: Assess necessity, proportionality and compliance

You need to explain why your processing is necessary and proportionate for your service. You must also
include information about how you comply with the GDPR, including:

your lawful basis for processing (see Annex C);

your condition for processing any special category data;

measures to ensure accuracy, avoid bias and explain use of AI; and

specific details of your technological security measures (eg hashing or encryption standards).

In addition, at this stage you should include an explanation of how you conform to each of the standards
set out in this code.

Step 5: Identify and assess risks

You must consider the potential impact on children and any harm or damage your data processing may
cause – whether physical, emotional, developmental or material. You should also specifically look at
whether the processing could cause, permit or contribute to the risk of:

physical harm;

online grooming or other sexual exploitation;

social anxiety, self-esteem issues, bullying or peer pressure;

access to harmful or inappropriate content;

misinformation or undue restriction on information;

encouraging excessive risk-taking or unhealthy behaviour;

undermining parental authority or responsibility;

loss of autonomy or rights (including control over data);

compulsive use or attention deficit disorders;

excessive screen time;

interrupted or inadequate sleep patterns;

economic exploitation or unfair commercial pressure; or

any other significant economic, social or developmental disadvantage.

You should bear in mind children’s needs and maturity will differ according to their age and development
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stage. Annex B should help you to consider this.

To assess the level of risk, you must consider both the likelihood and the severity of any impact on children.
High risk could result from either a high probability of some harm, or a lower possibility of serious harm.
You should bear in mind that some children will be less resilient than others, so you should always take a
precautionary approach to assessing the potential severity of harm. You may find that there is a high risk
for some age ranges, even if the risk for other age ranges is lower.

Step 6: Identify measures to mitigate those risks

You must consider whether you could make any changes to your service to reduce or avoid each of the
risks you have identified. As a minimum, you should implement the measures set out in this code, but you
should also consider whether you can put any additional safeguards in place as part of your service design.

Transparency is important. However, you should also identify and consider measures that do not rely on
children’s ability or willingness to engage with your privacy information.

Step 7: Record the conclusion

If you have a DPO, you must record their independent advice on the outcome of the DPIA before making
any final decisions.

You should record any additional measures you plan to take, and integrate them into the design of your
service. If you identify a high risk that you are not mitigating, you must consult the ICO before you can go
ahead.

It is good practice to publish your DPIA.

Further reading outside this code

See our detailed guidance on DPIAs 
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3. Age appropriate application

This code came into force on 2 September 2020, with a 12 month transition period.
Organisations should conform by 2 September 2021.

What do you mean by ‘age appropriate application’?

This means that the age range of your audience and the different needs of children at different ages and
stages of development should be at the heart of how you design your service and apply this code.

It also means you must apply this code so that all children are given an appropriate level of protection in
how their personal data is used. There is flexibility for you to decide how to apply this standard in the
context and circumstances of your online service. It will usually mean establishing (with a level of certainty
that is appropriate to the risks to the rights and freedoms that arise from your data processing ) what age
range your individual users fall into, so that you can tailor the protections and safeguards you give to their
personal data accordingly, by applying the standards in this code. You should use your DPIA to help you
assess this.

Alternatively, if you can’t or don’t wish to do this, you could choose to apply the standards to all your users
instead. This is so that children are afforded some protection against the risks that arise from how their
personal data is used, even if you aren’t sufficiently certain whether they are children or not.

Why is this important?

The ultimate aim of this code is to ensure that online services likely to be accessed by children are
appropriate for their use and meet their development needs.

Understanding the age range of children likely to access the service – and the different needs of children at
different ages and stages of development – is fundamental to the whole concept of ‘age-appropriate
design’.

Children are individuals, and age ranges are not a perfect guide to the interests, needs and evolving
capacity of each child. However, to help you assess what is appropriate for children broadly of that age, you
can use age ranges as a guide to the capacity, skills and behaviours a child might be expected to display at
each stage of their development. For the purposes of this code, we have used the following age ranges and
developmental stages as a guide:

0 - 5: pre-literate and early literacy

6 - 9: core primary school years

10-12: transition years

13-15: early teens

Take a risk-based approach to recognising the age of individual users and ensure you effectively apply
the standards in this code to child users. Either establish age with a level of certainty that is
appropriate to the risks to the rights and freedoms of children that arise from your data processing, or
apply the standards in this code to all your users instead.
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16-17: approaching adulthood

There is no requirement for you to design services for development stages that aren’t likely to access your
service, or to use these exact age ranges if you can justify why slightly different age groupings are more
appropriate for your particular service.

Further information about relevant capacities, needs, skills and behaviours at each stage is set out at
Annex B of this code for reference purposes, and where relevant throughout these standards.

You should also consider the needs of disabled children in line with any obligations you may have under the
relevant equality legislation for England, Scotland, Wales and Northern Ireland.

The GDPR and DPA 2018 also specify that if you rely on consent for any aspects of your online service, you
need to get parental authorisation for children under 13. If you do rely on consent as your lawful basis for
processing personal data then these provisions have significant practical implications for you. Meeting the
standards in this code should allow you to comply with these GDPR requirements in a proportionate way.
See Annex C for full details.

How can we make sure that we meet this standard?

Consider the risks to children that arise from your data processing, and the level of certainty
you have that you know the age of your users

You can implement this standard by following these steps:

Think about the risks to children that would arise from your processing of their personal data. Your DPIA
will help you to do this. You may wish to take into account factors such as: the types of data collected;
the volume of data; the intrusiveness of any profiling; whether decision making or other actions follow
from profiling; and whether the data is being shared with third parties. Both the ICO and the European
Data Protection Board have also provided guidance on DPIAs which consider assessing risk in more
detail.

Consider how well you know your users. How certain are you that an individual user is an adult or a
child? How confident are you about the age range your individual child users fall into.

Decide whether the level of certainty you have about the age of your individual users is appropriate to
the risks that arise from your data processing.

If it is, then you can apply the rest of the standards in this code to your child users only.

If it isn’t, then decide whether you prefer to:

reduce the data risks inherent in your service;

put additional measures in place to increase your level of age confidence; or

apply the standards in this code to all users of your service (regardless of whether they have
self-declared as an adult or a child).

How can we establish age with an appropriate level of certainty?

This code is not prescriptive about exactly what methods you should use to establish age, or what level of
certainty different methods provide. This is because this will vary depending on the specifics of the
techniques you use. We want to allow enough flexibility for you to use measures that suit the specifics of
your individual service and that can develop over time. However you should always use a method that is
appropriate to the risks that arise from your data processing.
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Some of the methods you may wish to consider are listed below. This list is not exhaustive. Other measures
may exist or emerge over time. In assessing whether you have chosen an appropriate method, we will take
into account the products currently available in the marketplace, particularly for small businesses which
don’t have the resources to develop their own solutions.

Self-declaration – This is where a user simply states their age but does not provide any evidence to
confirm it. It may be suitable for low risk processing or when used in conjunction with other
techniques. Even if you prefer to apply the standards in the code to all your users, self-declaration of
age can provide a useful starting point when providing privacy information and age appropriate
explanations of processing (see ‘What does applying the standards to all users mean in practice?’ for
more detail).

Artificial intelligence – It may be possible to make an estimate of a user’s age by using artificial
intelligence to analyse the way in which the user interacts with your service. Similarly you could use this
type of profiling to check that the way a user interacts with your service is consistent with their
self-declared age. This technique will typically provide a greater level of certainty about the age of users
with increased use of your service. If you choose to use this technique then you need to:

tell users that you are going to do this upfront;

only collect the minimum amount of personal data that you need for this purpose; and

don’t use any personal data you collect for this purpose for other purposes.

Third party age verification services – You may choose to use a third party service to provide you
with an assurance of the age of your users. Such services typically work on an ‘attribute’ system where
you request confirmation of a particular user attribute (in this case age or age range) and the service
provides you with a ‘yes’ or ‘no’ answer. This method reduces the amount of personal data you need to
collect yourself and may allow you to take advantage of technological expertise and latest developments
in the field. If you use a third party service you will need to carry out some due diligence checks to
satisfy yourself that the level of certainty with which it confirms age is sufficient (PAS standard 1296
‘Online age checking’ may help you with this), and that it is compliant with data protection
requirements. You should also provide your users with clear information about the service you use.

Account holder confirmation - You may be able to rely upon confirmation of user age from an
existing account holder who you know to be an adult. For example, if you provide a logged-in or
subscription based service, you may allow the main (confirmed adult) account holder to set up child
profiles, restrict further access with a password or PIN, or simply confirm the agerange of additional
account users.

Technical measures – Technical measures which discourage false declarations of age, or identify and
close under age accounts, may be useful to support or strengthen self-declaration mechanisms.
Examples include neutral presentation of age declaration screens (rather than nudging towards the
selection of certain ages), or preventing users from immediately resubmitting a new age if they are
denied access to your service when they first self-declare their age.

Hard identifiers – You can confirm age using solutions which link back to formal identify documents or
‘hard identifiers’ such as a passport. However, we recommend that you avoid giving users no choice but
to provide hard identifiers unless the risks inherent in your processing really warrant such an approach.
This is because some children do not have access to formal identity documents and may have limited
parental support, making it difficult for them to access age verified services at all, even if they are age
appropriate. Requiring hard identifiers may also have a disproportionate impact on the privacy of adults.

We recognise that methods of age assurance will vary depending on whether the service is used by
authenticated or non-authenticated users (eg whether users are logged in) and that the risks may also vary
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in this context.

What if we need to collect personal data in order to establish age?

You may be able to collect and record personal data which provides an assurance of age yourself. If so,
remember that you need to comply with data protection obligations for your collection and retention of that
data, including data minimisation, purpose limitation, storage limitation and security obligations.

The key to this is making sure that you only collect the minimum amount of personal data you need to give
you an appropriate level of certainty about the age of your individual users, and making sure you don’t use
personal data collected for the purposes of establishing or estimating age in order to conform to this code
for other purposes.

For example, if you use profiling to help you estimate the age of individual users so that you can apply the
standards in this code, then you can use that profile information to ensure that you:

provide age appropriate privacy information and nudges;

provide high privacy settings for child users by default; and

don’t serve children content deemed detrimental to their health and wellbeing.

You can’t however simply re-purpose that information for other purposes, such as targeting children with
advertising for products you think they might like, or sending them details of ‘birthday offers’. If you want
to profile children for this purpose then you need their consent. See the section of this code on profiling for
further detail.

We recognise there is a tension between age assurance and compliance with GDPR, as the implementation
of age assurance could increase the risk of intrusive data collection. We do not require organisations to
create these counter risks. However, age assurance and GDPR are compatible if privacy by design solutions
are used.

Age-assurance tools are still a developing area. The Commissioner will support work to establish clear
industry standards and certification schemes to assist children, parents and online services in identifying
age-assurance services which comply with data protection standards.

What does applying the standards to all users mean in practice?

If you don’t have a level of certainty about the age of your users that is appropriate to the risks to children
arising from your data processing, then your alternative is to apply the standards in the code to all users.
This should mean that even if you don’t really know how old a user is, or if a child has lied about their age,
children will still receive some important protections in how their personal data is used.

However, it doesn’t mean that you have to ignore any information you do have about the user’s age, or that
adult users have to be infantilised. It just means that all users will receive some basic protections in how
their personal data is used by default.

You should apply the standards in the code in a way that recognises both the information you do have
about the users age and the fact that your level of confidence in this information is inadequate to the risks
inherent in your processing. For example, providing privacy information that is appropriate to the
self-declared age of the user, but giving them the option to access versions written for different age groups
as well.
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Further reading outside this code

ICO detailed guidance on DPIAs 

European guidelines on DPIAs 

PAS standard 1296 Online Age Checking- code of practice 
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4. Transparency

This code came into force on 2 September 2020, with a 12 month transition period.
Organisations should conform by 2 September 2021.

What do you mean by ‘transparency’?

Transparency is about being clear, open and honest with your users about what they can expect when they
access your online service.

Why is it important?

Transparency is key to the requirement under Article 5(1) of the GDPR to process personal data:

The GDPR also contains more specific provisions about the information that you must give to data subjects
when you process their personal data. These are set out at Article 13 (when you have obtained the
personal data directly from the data subject) and Article 14 (when you have not obtained the personal data
directly from the data subject).

Article 12 of the GDPR requires you to provide children with this information in a way in which they can
access and understand it:

On a wider level transparency is also intrinsic to the fairness element of Article 5(1). If you aren’t clear,

The privacy information you provide to users, and other published terms, policies and community
standards, must be concise, prominent, and in clear language suited to the age of the child. Provide
additional specific ‘bite-sized’ explanations about how you use personal data at the point that use is
activated.



“lawfully, fairly and in a transparent manner in relation to the data subject (‘lawfulness, fairness and
transparency’)”



“The controller shall take appropriate measures to provide any information referred to in Article 13 and
14 and any communication under Articles 15 to 22 and 34 relating to processing to the data subject in
a concise, transparent, intelligible and easily accessible form,  using clear and plain language, in
particular for any information addressed specifically to a child. The information shall be provided in
writing, or by other means, including, where appropriate, by electronic means. When requested by the
data subject the information may be provided orally, provided that the identity of the data subject is
proven by other means.”
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open and honest about the service that you provide and the rules that govern that service, then your
original collection and ongoing use of the child’s personal data is unlikely to be fair.

How can we make sure that we meet this standard?

Provide clear privacy information

Firstly you need to provide the privacy information set out in Articles 13 and 14 in a clear and prominent
place on your online service. You should make this information easy to find and accessible for children and
parents who seek out privacy information.

However, it is not sufficient to rely on children or their parents seeking out this privacy information.

Provide ‘bite-sized’ explanations at the point at which use of personal data is activated

In order to provide children with the specific protection envisaged by Recital 38 you should also provide
clear information about what you do with children’s personal data in more specific, ‘bite-size’ explanations,
at the point at which the use of the personal data is activated. This is sometimes referred to as a ‘just in
time notice’. Depending on the age of the child and the risks inherent in the processing, you should also
prompt them to speak to an adult before they activate any new use of their data, and not to proceed if they
are uncertain.
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You should also consider if there are any other points in your user journey when it might be appropriate to
provide bite-sized explanations to aid the child’s understanding of how their personal data is being used.

Provide clear terms, policies and community standards

All other information you provide for users about your service should also be clear and accessible. This
includes terms and conditions, policies and community standards.

In every case you should provide information that is accurate and does not promise protections or
standards that are not routinely upheld.

This should help children or their parents make properly informed decisions about whether to provide the
information required to access or sign up to your service in the first place, and to continue to use it.

If you believe that you need to draft your terms and conditions in a certain way in order to make them
legally robust, then you can provide child-friendly explanations to sit alongside the legal drafting.

Present information in a child friendly way

You should present all this information in a way that is likely to appeal to the age of the child who is
accessing your online service.

This may include using diagrams, cartoons, graphics, video and audio content, and gamified or interactive
content that will attract and interest children, rather than relying solely on written communications.

You may use tools such as privacy dashboards, layered information, icons and symbols to aid children’s
understanding and to present the information in a child-friendly way. You should consider the modality of
your service, and take into account user interaction patterns that do not take place in screen-based
environments, as appropriate.

Dashboards should be displayed in a way that clearly identifies and differentiates between processing that
is essential to the provision of your service and non-essential or optional processing that the child can
choose whether to activate.

Tailor your information to the age of the child

You need to consider how you can tailor the content and presentation of the information you provide
depending on the age of the user.

There may be some scenarios in which providing one, simplified, accessible to all, set of information may
work. For example, if you are an online retailer which only collects the personal data needed to complete
online transactions and deliver goods.

However, in many cases a-one-size-fits-all approach does not recognise that children have different needs
at different stages of their development. For example, a pre-literate or primary school child might need to
be actively deterred from changing privacy settings without parental input, whereas a teenager might be
better supported by clear and neutral information which helps them make their own informed decision.

For more information about the developmental needs of children at different ages please see Annex B to
this code.

For younger children, with more limited levels of understanding, you may need to provide less detailed
information for the child themselves and rely more on parental involvement and understanding. However
you should never use simplification with the aim of hiding what you are doing with the child’s personal data
and you should considerproviding detailed information for parents, to sit alongside your child directed

02 September 2020 - 2.1.2 39

Case 5:22-cv-08861-BLF   Document 51-4   Filed 04/21/23   Page 40 of 220



information.

You should make all versions of resources (including versions for parents) easily accessible and incorporate
mechanisms to allow children or parents to choose which version they see, or to down-scale or up-scale the
information depending on their individual level of understanding.

The following table provides some recommendations. However, they are only a starting point and you are
free to develop your own service specific information and user journeys which take account of the risks
inherent in your service.

Depending on the size of your organisation, your number of users, and your assessment of risk you may
decide to carry out user testing to make sure that the information you provide is sufficiently clear and
accessible for the age range in question. You should document the results of any user testing in your DPIA
to support your final conclusions and justify the presentation and content of your final resources. If you
decide that user testing isn’t warranted, then you should document the reasons why in your DPIA.

You should also consider any additional responsibilities you may have under the applicable equality
legislation for England, Scotland, Wales and Northern Ireland. 

Age range Recommendations

0-5
Pre-literate & early literacy

Provide full privacy information as required by Articles
13 & 14 of the GDPR in a format suitable for parents.

Provide audio or video prompts telling children to
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leave things as they are or get help from a parent or
trusted adult if they try and change any high privacy
default settings.

6-9
Core primary school years 

Provide full privacy information as required by Articles
13 & 14 of the GDPR in a format suitable for parents.

Provide cartoon, video or audio materials to sit
alongside parental resources. Explain the basic
concepts of online privacy within your service, the
privacy settings you offer, who can see what, their
information rights, how to be in control of their own
information, and respecting other people’s privacy.
Explain the basics of your service and how it works,
what they can expect from you and what you expect
from them.

Provide resources for parents to use with their children
to explain privacy concepts and risks within your
service. Provide resources for parents to use with their
children to explain the basics of your service and how it
works, what they can expect from you and what you
expect from them.

If a child attempts to change a default high privacy
setting provide cartoon, video or audio materials to
explain what will happen to their information and any
associated risks. Tell them to leave things as they are
or get help from a parent or trusted adult before they
change the setting.

10-12
Transition years

Provide full privacy information as required by Articles
13 & 14 of the GDPR in a format suitable for parents.

Provide full privacy information as required by Articles
13 & 14 of the GDPR in a format suitable for children
within this age group. Allow children to choose between
written and video/audio options. Give children the
choice to upscale or downscale the information they
see (to materials developed for an older or younger age
group) depending on their individual needs.

If a child attempts to change a default high privacy
setting provide written, cartoon, video or audio
materials to explain what will happen to their
information and any associated risks. Tell them to leave
things as they are or get help from a parent or trusted
adult before they change the setting.

13 -15
Early teens 

Provide full privacy information as required by Articles
13 & 14 of the GDPR in a format suitable for this age
group. Allow them to choose between written and
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video/audio options. Give them the choice to upscale or
downscale the information they see (to materials
developed for an older or younger age group)
depending on their individual needs.

If a child attempts to change a default high privacy
setting provide written, video or audio materials to
explain what will happen to their information and any
associated risks. Prompt them to ask for help from a
parent or trusted adult and not change the setting if
they have any concerns or don’t understand what you
have told them.

Provide full information in a format suitable for parents
to sit alongside the child focused information.

16-17
Approaching adulthood

Provide full information in a format suitable for this age
group. Allow them to choose between written and
video/audio options. Give them the choice to upscale or
downscale the information they see (to materials
developed for an older or younger age group)
depending on their individual needs.

If a child in this age group attempts to change a default
high privacy setting provide written, video or audio
materials to explain what will happen to their
information and any associated risks. Prompt them to
check with an adult or other source of trusted
information and not change the setting if they have any
concerns or don’t understand what you have told them.

Provide full information in a format suitable for parents
to sit alongside the child focused information.

 

Further reading outside this code

Guide to the GDPR – lawfulness, fairness and transparency 

Guide to the GDPR – the right to be informed 
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5. Detrimental use of data

This code came into force on 2 September 2020, with a 12 month transition period.
Organisations should conform by 2 September 2021.

What do you mean by ‘the detrimental use of data’?

We mean any use of data that is obviously detrimental to children’s physical or mental health and wellbeing
or that goes against industry codes of practice, other regulatory provisions or Government advice on the
welfare of children.

Why is this important?

Article 5(1)(a) of the GDPR says that personal data must be processed lawfully, fairly and in a transparent
manner in relation to the data subject, and Recital 38 that children merit specific protection with regard to
the use of their personal data.

Recital 2 to the GDPR states (emphasis added):

Recital 75 to the GDPR says that:

This means that you should not process children’s personal data in ways that are obviously, or have been
shown to be, detrimental to their health or wellbeing. To do so would not be fair.

How can we make sure that we meet this standard?

Keep up date with relevant recommendations and advice

Do not use children’s personal data in ways that have been shown to be detrimental to their wellbeing,
or that go against industry codes of practice, other regulatory provisions, or Government advice.



“The principles of, and rules on the protection of natural persons with regard to the processing of their
personal data should, whatever their nationality or residence, respect their fundamental rights and
freedoms, in particular their right to the protection of personal data. This Regulation is intended to
contribute to … the well-being of natural persons.”



“The risk to the rights and freedoms of natural persons, or varying likelihood and severity may result
from personal data processing which could lead to physical, material or non-material damage, in
particular:….where personal data of vulnerable natural persons, in particular children, are processed….”
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As a provider of an online service likely to be accessed by children you should be aware of relevant
standards and codes of practice within your industry or sector, and any provisions within them that relate to
children. You should also keep up to date with Government advice on the welfare of children in the context
of digital or online services. The ICO does not regulate content and is not an expert on matters of children’s
health and wellbeing. We will however refer to other codes of practice or regulatory advice where relevant
to help us assess your conformance to this standard.

Do not process children’s personal data in ways that are obviously detrimental or run counter to
such advice

You should not process children’s personal data in ways that run contrary to those standards, codes or
advice and should take account of any age specific advice to tailor your online service to the age of the
child. You should take particular care when profiling children, including making inferences based on their
personal data, or processing geo-location data.

You should apply a pre-cautionary approach where this has been formally recommended despite evidence
being under debate. This means you should not process children’s personal data in ways that have been
formally identified as requiring further research or evidence to establish whether or not they are
detrimental to the health and wellbeing of children.

What codes or advice are likely to be relevant?

Some specific areas where there is relevant guidance, and that are likely to arise in the context of providing
your online service are given below.

However, this is not an exhaustive list and you need to identify and consider anything that is relevant to
your specific data processing scenario in your DPIA.

Marketing and behavioural advertising

The Committee of Advertising Practice (CAP) publishes guidance about online behavioural advertising
which, in addition to providing rules applicable to all advertising, specifically covers advertising to children.

It includes rules which address:

physical, mental or moral harm to children;

exploiting children’s credulity and applying unfair pressure;

direct exhortation of children and undermining parental authority; and

promotions.

It also has rules which govern or prohibit the marketing of certain products, such as high fat, salt and sugar
food and drinks and alcohol, to children, and general guidance on transparency of paid-for content and
product placement.

Broadcasting

Ofcom has published a code practice for broadcasters which covers the protection of under-18s in the
following areas:

the coverage of sexual and other offences in the UK involving under-18s;

drugs, smoking, solvents and alcohol;
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violence and dangerous behaviour;

offensive language;

sexual material;

nudity;

exorcism, the occult and the paranormal; and

the involvement of people under 18 in programmes.

The press

The Independent Press Standards Organisation (Ipso) has published The Editors’ Code of Practice which
includes provisions about reporting and children.

Online games

The Office for Fair Trading (OFT) has published principles for online and app-based games which includes
provisions about:

exploiting children’s inexperience, vulnerability and credulity, including by aggressive commercial
practices; and

including direct exhortations to children to buy advertised products or persuade their parents or other
adults to buy advertised products for them.

Strategies used to extend user engagement

Strategies used to extend user engagement, sometimes referred to as ‘sticky’ features can include
mechanisms such as reward loops, continuous scrolling, notifications and auto-play features which
encourage users to continue playing a game, watching video content or otherwise staying online.

Although there is currently no formal Government position on the effect of these mechanisms on the health
and wellbeing of children, the UK Chief Medical Officers have issued a ‘commentary on screen-based
activities on children and young people’. This identifies a need for further research and in the meantime
recommends that technology companies ‘recognise a precautionary approach in developing structures and
remove addictive capabilities.’

Does this mean we can’t use features such as rewards, notifications and ‘likes’ within our service?

No, not all such features rely on the use of personal data and you may have designed your feature taking
into account the needs of children and in a way that makes it easy for them to disengage without feeling
pressurised or disadvantaged if they do so. However, it does mean that you need to carefully consider the
impact on children if you use their personal data to support such features. You should consider both
intended and unintended consequences of the data use as part of your DPIA.

Given the precautionary advice from the Chief Medical Officers, designing in data-driven features which
make it difficult for children to disengage with your service is likely to breach the Article 5(1)(a) fairness
principle of the GDPR. For example, features which use personal data to exploit human susceptibility to
reward, anticipatory and pleasure seeking behaviours, or peer pressure.

You should:

avoid using personal data in a way that incentivises children to stay engaged, such as offering children
personalised in-game advantages (based upon your use of the individual user’s personal data) in
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return for extended play;

present options to continue playing or otherwise engaging with your service neutrally without suggesting
that children will lose out if they don’t;

avoid features which use personal data to automatically extend use instead of requiring children to make
an active choice about whether they want to spend their time in this way (data-driven
autoplay features); and

introduce mechanisms such as pause buttons which allow children to take a break at any time without
losing their progress in a game, or provide age appropriate content to support conscious choices
about taking breaks, such as that provided in the Chief Medical Officers’ advice.

Further reading outside the code

Committee on Advertising Practice guidance 

The Ofcom Broadcasting Code (with the Cross-Promotion Code and the On Demand Programme Service
Rules) 

The Editors’ Code of Practice

OFT principles for online and app-based games 

UK Chief Medical Officers’ commentary on ‘screen based activities and children and young people’s
mental health and psychosocial wellbeing: a systematic map of reviews’ 
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EXHIBIT B-1 
TO DECLARATION OF EMILY KEANEY, DEPUTY COMMISSIONER OF REGULATORY 

POLICY FOR THE INFORMATION COMMISSIONER’S OFFICE IN SUPPORT OF 
DEFENDANT’S OPPOSITION TO PLAINTIFF’S MOTION FOR PRELIMINARY 

INJUNCTION 
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Introduction
Step 1: Identify the need for a DPIA
Step 2: Describe the processing
Step 3: Consultation process
Step 4: Assess necessity and proportionality
Step 5: Identify and assess risks
Step 6: Identify measures to reduce risk
Step 7: Sign off and record outcomes
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Introduction

This document is intended as an example of good practice to help companies creating mobile gaming apps
for use by children in the UK. It will help you to understand and apply the ICO’s Children’s code, formally
known as the Age-appropriate design code. It specifically applies to Standard 2 of the code, which relates
to the need for Data Protection Impact Assessments (DPIAs) for Information Society Services (ISS) likely to
be accessed by children (under age 18) in the UK. Before starting to review the DPIA sample, you might
find it helpful to read the code’s DPIA standard.

The product used in this sample is imaginary, and is not intended to represent an actual product. The
product specification developed by Fundamentally Games, from which the DPIA was developed.

This sample DPIA is adapted from the ICO’s DPIA template, and follows the process set out in our DPIA
guidance and the code. You should read it alongside the code’s DPIA guidance, and the Criteria for an
acceptable DPIA set out in European guidelines.

We welcome recommendations for improvements or other feedback on this sample DPIA. Please email your
comments to [email protected].

Name of controller: The Mobile Game Company

Subject/title of DPIA: Cooking Numbers mobile app

You can access the product specification for the fictional online, mobile app-based game here .

Guidance: You may find it helpful to use the ICO’s design guidance, which includes gaming worked
examples of the data privacy moments and age-appropriate mindsets. These worked examples are
based on the product specification developed by Fundamentally Games and can help you identify what
data you are processing and any risks associated with the processing.
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Step 1: Identify the need for a DPIA

Explain broadly the nature of your online service, and the current stage of design or
development. You may find it helpful to refer or link to other documents. Summarise when and
how you identified the need for a DPIA.

We are launching a mobile app game called Cooking Numbers aimed at children between the ages of five
and eight. It has a PEGI rating of three meaning that it is suitable for all age groups. It will be available
from the iOS App Store, Android App Store and Amazon App Store in English, French, Italian, German and
Spanish. The game is monetised through a combination of in-app purchases, advertisements and
subscription.

Development of the game is complete. We will be launching the game on platforms within six weeks.

No personal data is captured by this game, however we have drafted this DPIA to explain:

how game play data is used to support monetisation;

how data is anonymised to ensure no personal data is retained;

why the game is not collecting personal data; and

the wider ecosystem (eg app stores) may be collecting personal data that is not shared with us.

Guidance: Standard 2 of the Children’s code requires Information Society Services (ISS)* to
undertake a DPIA if they are processing children’s data. Therefore, it may be useful to reference
the Children’s code requirement in step 1. See Standard 2 of the Children’s code - DPIAs:

“Undertake a DPIA to assess and mitigate risks to the rights and freedoms of children who are
likely to access your service, which arise from your data processing. Take into account differing
ages, capacities and development needs and ensure that your DPIA builds in compliance with this
code.

*An Information Society Service is defined as “any services normally provided for remuneration, at
a distance, by electronic means and at the individual request of a recipient of services.” You can
see the Services covered by this code for more information on whether you may be in scope of the
Children’s code.

Helpful hint: You can see the ICO’s guidance on what activities are considered likely to result in a high
risk and need a DPIA. You should also review the Children’s code harms framework. The framework is a
flexible tool for identifying data-related risks to children that you need to consider when completing
your DPIA. Its aim is to support online services to place children’s best interests at the heart of their
services.
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Step 2: Describe the processing

Describe the nature of the processing: how will you collect, use, store and delete data? What are the
sources of the data? Will you be sharing data with anyone? You might find it useful to refer to a flow
diagram or other way of describing data flows. What types of processing identified as likely high risk are
involved? Does your service involve any profiling, automated decision-making, or geolocation elements?
What are your plans (if any) for age-assurance? What are your plans (if any) for parental controls?

What data we collect and how

In the game, children act as ‘chefs’ and have to pull together ingredients from two conveyor belts. Each
ingredient is assigned a number, and children have to select the ingredients that will make the value shown
on the empty plate of the customer they are serving. For example, the customer’s plate says five and the
player is told the function is addition, so they have to select two ingredients with values that add up to five
(ie two and three). The numbers may be positive or negative and some ingredients can also be maths
functions such as multipliers or dividers. If children miss ingredients they fall into the trash and too many
lost ingredients trigger a fail condition. 

Throughout the game, the player competes against a non-player character (NPC) rival. The NPC animation
shows them working off-screen and gaining a score through those unseen actions. The NPC’s score is based
on weighted average data from other players. 

The theme of the restaurant will change every month. For example, dinosaur theme with characters,
background and ingredients being dinosaur related; farm animal theme with the player as a farmer, the
customers as pigs, cows etc.

Players build up scores per scheme based on accuracy, speed and numbers of orders fulfilled. When the
gameplay ends, the player is shown:

their score;

comparison against the NPC score;

highlighted information if they have beaten their previous score for that theme or across all themes; and

their rewards which are the option to share their success with friends or achievement badges.

The app includes social features that allow players to share their progress; a three second animation of
their gameplay; their score (against the NPC); achievement badge(s) unlocked; and emoticons. The
emoticons that players can access are a fixed selection by the game but will include variations and unique
options tied into each theme the player has access to.

This share will go out only to the player’s ‘family circle’, who are specific players that have been approved
by the parents. This parental lock will use the device requirements. For example on iOS it will use Game

Helpful hint: You may find it helpful to consult your privacy notice or Record of Processing Activities
(ROPA) which may contain some of the information required for this section. You might also find it
helpful to see the ICO’s guidance on ROPAs.
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Centre, where parents can lock controls so that only they can approve users for their child to interact with.
Note that we do not collect personal data related to family circle. The app store will have personal data on
the parent and the people that they accept linking to (this is the existing data they would have on any user
on their platform, plus their standard parental controls). Therefore, we do not collect any specific or
additional data.

Note: if the device does not have a similar system, then the social features will not be enabled in the game.
Although in future we may look to build our own parental lock system within the game and then consider
expanding social features within this.

Players have the option to opt-in to notifications which inform them regularly about daily challenges,
events, promotions, new content and features and new themes. The controls for the notifications feature is
within the platform level parent control function. This option is set as off-by-default when a user first starts
using the app, and can be easily changed in the settings should the player choose to opt-in.

The game has been designed with the age of users in mind. We have been careful to employ privacy by
design features when considering the use of personal data in the advertising and monetisation ecosystem
for online gaming. For Cooking Numbers, we have selected appropriately controlled forms of
monetisation that protect the personal data of the children using the game:

Rewarded video ads

Children have the option to watch ads to get temporary access to another theme (a theme which is
not the theme of the current month).

We use an ad provider that specialises in serving ads which are suitable for children.

Ads are limited, so once a player has used an ad, they will not see another one for a fixed time
period.

Ads clearly differentiate end of play and start of advertising.

Only ads and brands suitable for five to eight year olds are served.

The ads shown request or require no direct action from the player.

Ads are only served based on game-play. They are not contextual or triggered by specific user
behaviour. The ad company knows the game where it is posting ads. The ads are not based on user
behaviour, but are instead triggered by game-play data. Age appropriate ads are delivered in
collaboration with SuperAwesome.

In-app purchases

In-app purchases are for one purpose only – to purchase permanent access to a theme. This enables
the player to have permanent access to that theme, regardless of whether it is the current theme of
the month.

Each theme can be purchased for a one-time cost, which may vary per theme.

At certain times, promotions will be offered to encourage purchases (eg 50% off, as a limited-time
offer).

 Subscriptions

A subscription option is available to enable subscribers access to new themes before other players
and to allow access to all released themes permanently (whilst they continue to be subscribed).

The subscription is a monthly fee.

09 September 2021 - 0.0.42 5

Case 5:22-cv-08861-BLF   Document 51-4   Filed 04/21/23   Page 53 of 220



Payments for subscriptions and in-app purchases are managed through the relevant app store payment
system and are therefore subject to the parental controls of the relevant device being used.

We collect the following data from children’s use of the game:

Performance or game-play data (eg when the app is launched or closed; time zone in which player
located; when play starts or finishes; actions whilst playing; how or if ads are watched; how much of
tutorials are watched, details of purchases from the shop; scores achieved; choices made within the
game).

Device data (eg device type, version number).

Date and time of presentation of privacy pop-up notices clicked off by children.

History of gameplay, including social interactions.

The above data is anonymised so that it is no longer personal data relating to the children players. Limited
access to the anonymised data, and the limited nature of the game-play data, results in a very low risk of
potential re-identification.

We process the following data relating to parents or guardians:

Date and time of presentation of privacy and terms.

Names and contact details, if parents contact us to ask questions or raise issues.

Details of questions or concerns, if parents contact us.

How we use data

To make available to parents or guardians the history of their child’s game play, including social
interactions.

Apart from the above point, all data generated from game play is anonymised. It is used for:

the purposes of analytics;

making changes to the game;

making changes to the ads in the game;

making changes to the types of ads served in the game (eg game-play data identifies when a level is
achieved or failed to trigger the delivery of an ad); and

improving the game and user experience.

To administer and protect our business and app, eg system maintenance and support, fixing problems,
hosting of data.

To deliver app content.

Guidance: Data minimisation helps you protect your users by collecting only the minimum amount of
personal data you need to provide your services. See Standard 8 of the code – Data minimisation for
help in how to meet this standard and give children choices over which elements of their data they wish
to activate.
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Data sharing

The following third party providers are used:

Storage and analytics provider – a third party platform is used to store performance data.

Storage provider – a third party platform is used to store game data such as server-side held variables.

Ad mediation provider – a third party service provider is used for user acquisition and advertising
attribution. We have chosen an ad mediation partner that does not gather device ID data.

AWS – hosts content from the game (eg character assets) that download into the game.

The above third parties act as processors of any personal data they process in their provision of their
services to us. We have entered into Article 28(3) terms with these third parties. Third parties may also
collect additional data that we do not have access to through the delivery of the service. For this data, the
third-party organisations are also controllers of the personal data they collect.

We may also share data with our auditors and other professional advisors that act as independent
controllers.

When users make in-app purchases or purchase subscriptions, this is handled by the relevant app store
that will act as an independent controller. We do not share personal data with the app stores. Our privacy
notice makes clear that the relevant app store (eg Google or Apple) is a separate data controller.

Profiling

We do not carry out any profiling.

Parental controls

Parent overlay screen

On the first play of the game there will be a parent overlay screen that gives parents key information
including:

Guidance: Data sharing usually means disclosing personal data to third parties outside your
organisation. This DPIA outlines how children’s and parents’ data may be shared with external third
parties. Standard 9 of the code – Data sharing advises:

“Do not disclose children’s data unless you can demonstrate a compelling reason to do so, taking
account of the best interests of the child.”

Helpful hint: Indicate in your DPIA which third parties are also independent controllers. Insert a link to
their privacy notices signposting readers to relevant further information.

You might find it helpful to review our guidance on controllers and processors.
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explaining that the game is gathering performance data for the purposes of making sure the game is
working properly and to understand how users engage with the contextual advertising, and that this
data is completely anonymised;

explaining that the game doesn’t gather any other information on the player and that all billing,
subscription information is held by the device platforms, not us;

explaining the monetisation methods in the game and how they work;

contact information to enable parents to contact us about any concerns or report any issues including
accidental payments;

easy access to device notifications;

terms of use and privacy notice, with a full version for parents and a simpler, age-appropriate version
aimed at children five to eight years of age (which are presented as pop-ups at appropriate places for
children); and

history of gameplay to date (importantly including social interactions).

The start screen of the game contains a ‘parent’ button which takes them to the Parent section, thereby
encouraging children to involve parents in their use of the game. The information presented in the parent
overlay screen is available in this section.

Payments

All payments are managed through the relevant app store payment system and are therefore subject to the
parental controls of the relevant device being used.

Social interactions

Parents are able to control who children share their progress with in the game. The only social feature in
the game is that players can share their progress (ie a three second animation of their gameplay, along
with their score (against the NPC), achievement badge(s) unlocked and emoticons). Children can only
share this with their family circle (ie specific players who have been approved by their parents). There is no
opportunity for social interaction with user generated content.

The emoticons players can access are a fixed selection by the game but will include variations and unique
options tied into each theme the player has access to.

The parental control and lock uses the device requirements. For example, on iOS it uses Game Centre,
where parents can lock controls so that only they can approve users for their child to interact with. If the
device does not have a similar system, then the social features will not be enabled in the game.

Sharing history for the family circle is stored and accessible to the parent.

Guidance: For the purposes of the Children’s code, Standard 11 refers to how you make it clear to
the child if parental controls are in place and if they are being tracked or monitored:

“If you provide parental controls, give the child age appropriate information about this. If your
online service allows a parent or carer to monitor their child’s online activity or track their location,
provide an obvious sign to the child when they are being monitored.”

Gaming companies might conform to Standard 11 by using child-friendly and age-appropriate

09 September 2021 - 0.0.42 8

Case 5:22-cv-08861-BLF   Document 51-4   Filed 04/21/23   Page 56 of 220

https://ico.org.uk/for-organisations/guide-to-data-protection/ico-codes-of-practice/age-appropriate-design-a-code-of-practice-for-online-services/11-parental-controls/


Age assurance

We have taken the approach of applying standards for the target age group (five to eight) to all users. They
will all receive basic protections in how their data is used by default. Therefore, we do not seek to
determine the age of users or carry out any age assurance. This approach follows the  principles outlined in
the ICO’s Children’s code:

provide high privacy settings for child users by default; and

don’t serve children content deemed detrimental to their health and wellbeing.

Security measures

We use the following security measures on our app:

We undertake an analysis of the risks presented by our processing and use this to assess the
appropriate level of security we need to put in place.

We use trusted, robust third-party platforms to support the game.

We do not store credit card or personal information in human readable forms.

We separate personal data from gameplay or operational data.

We keep our third-party software up to date. Patches will be tested and checked before deployment.

We use encryption, pseudonymisation or anonymisation, where it is appropriate to do so.

We ensure that any data processor we use also implements appropriate technical and organisational
measures.

All data is regularly backed up.

We conduct regular testing and reviews of our measures to ensure they remain effective, and act on the
results of those tests where they highlight areas for improvement.

avatars, symbols or pop-up messages (audio or written) to notify children when parental controls
are monitoring their online behaviour.

Guidance: The Children’s code offers guidance to ISS on how to offer age-appropriate online services
to children. See Standard 3 of the AADC – Age appropriate application for further information:

“Take a risk-based approach to recognising the age of individual users and ensure you effectively apply
the standards in this code to child users. Either establish age with a level of certainty that is
appropriate to the risks to the rights and freedoms of children that arise from your data processing, or
apply the standards in this code to all your users instead.”

You might also find it helpful to review Annex B of the AADC -  Age and developmental  stages.

Helpful hint: You might find it helpful to consult your information or data security policy to assist you
in providing information about security measures. You can see more information in our guidance on
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Geolocation

We do not process geolocation data. This is switched off within the game with no option to turn on.

Automated decision-making

We do not carry out any automated decision-making.

 

Describe the scope of the processing: what is the nature of the data, and does it include special
category or criminal offence data? How much data will you be collecting and using? How often? How long
will you keep it? How many individuals are affected? What geographical area does it cover?

Data processed

The nature of the data is as described above under the heading ‘What data we collect and how’. We do not
process any other personal data. Nor do we process any special category or criminal offence data.  

Volume of data         

We have yet to launch the app but envisage between three and five million users in the first year.

Retention of data

We have a retention schedule which specifies storage periods for the limited categories of personal data
which we process. These periods reflect relevant legal requirements and limitation periods applicable to
contractual claims. Once retention periods have expired, we securely delete data and log deletions. The
majority of data obtained from game play is anonymised so that it is no longer personal data and not
subject to the limits on retention set out in the UK GDPR.

Geographical area

The data subjects whose data we process are located in the UK and worldwide.

 

Describe the context of the processing: what is the nature of your service? Are you designing it for
children? If not, are children under 18 likely to access it anyway? What is the likely age range of your

security.

Helpful hint: You might find it helpful to consult your data retention policy or schedule to assist you in
describing how you retain data.
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users? How much control will they have? Would they understand and expect you to use their data in this
way? Does your service use any nudge techniques? Are there prior concerns over similar services or
particular security flaws? Is your service novel in any way? What is the current state of technology in this
area? Are there any current issues of public concern that you should factor in, particularly over online risks
to children? Are there any relevant industry standards, codes of practice or public guidance in this area?
What responsibilities do you have under the applicable equality legislation for England, Scotland, Wales and
Northern Ireland? Is there any relevant guidance or research on the development needs, wellbeing or
capacity of children in the relevant age range? Are you signed up to any approved code of conduct or
certification scheme (once any have been approved)?

Nature of service and users

Our service is a mobile app game aimed at children between five to eight years of age. It has therefore
been designed with these age users in mind, in particular collecting minimum amounts of personal data. It
is a new game which has not yet been launched.

Parental controls

The game features a settings overlay screen that has the elements needed to manage game-play and
debugging and testing. This includes access to the parents screen and any relevant game specific settings
(eg sound and music levels). The terms of use and privacy notice can be accessed from this screen, as well
as a button to easily report any issues in the game.

No nudge techniques are used to encourage children to change privacy settings, make in-app purchases or
sign up to subscriptions. The game features a pause button which enables children to pause game-play at
any time and not lose their place in the game.

Users’ expectations

The personal data we process relating to child users is very limited, as described above. The performance
data we collect is immediately anonymised, apart from the data about a child’s playing history, which is
available to parents. We only use it to analyse, develop and improve game or advertisement effectiveness.

We consider that the very limited processing will be in line with users’ expectations. We have clearly
explained it in the parental information and our privacy notice which is available when first accessing the
app. It is also accessible from within the game through the settings, in versions appropriate for both adults
and children aged five to eight. A child-friendly version of the privacy notice is also offered using an avatar
to guide the child through a series of just-in-time notices in appropriate places (eg at first use of the game
or the family circle features). The privacy notice features an avatar speaking the privacy notice sections,

Guidance: Nudge techniques are design features which lead or encourage users to follow the
designer’s preferred paths in the user’s decision-making. The code states that ISS should not use
nudge techniques to lead or encourage children to provide unnecessary personal data or turn off
privacy protections. See Standard 13 of the code – Nudge techniques.
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with the words also displayed for older children to read.

Mobile gaming apps of this type are not novel and ours uses data in a similar, if not more limited way, than
is common in this market place. 

We are aware of several codes and other pieces of guidance which we have taken into account when
designing our game and uses of personal data:

The ICO’s Age appropriate design code.

The Chief Medical Officer’s Commentary on screen based activities.

The OFT’s Principles for online and app based games.

The CAP code on non-broadcast advertising.

 

Describe the purposes of the processing: what do you want to achieve with your service? What is the
intended effect on individuals? What are the benefits of the processing – for you, and more broadly?  What
are the specific intended benefits for children?

Aim of our service

Our aim is to offer a game for five to eight year olds which is both fun to play and educational. It provides
an age-appropriate game which has been specifically designed with this age group in mind, either free of
charge or at limited cost, if they choose to subscribe or make purchases. It also helps children engage with
numbers and practice maths skills whilst playing.

Intended effect on individuals

It enables parents and educators to provide their children with, and to enable children to enjoy, an
age-appropriate game which helps children engage with numbers and improve their mental arithmetic in a
fun environment.  

Benefits of the processing

The benefits of the processing are (for us) that it enables us to run our business, improve awareness of our

Guidance: The Information Commissioner is required to take into account the UK’s obligations under
the UNCRC in drafting this code. All the standards of the code relate to the best interest standard. See
Standard 1 Best interest of the child, which states:

“The best interests of the child should be a primary consideration when you design and develop online
services likely to be accessed by a child.”

In order to implement this standard you need to consider the needs of child users and work out how
you can best support those needs in the design of your online service, when you process their personal
data.
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brand in the market place, and increase our market share and revenue. The processing benefits children
and parents or educators in the ways described above.
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Step 3: Consultation process

Consider how to consult with relevant stakeholders: describe when and how you will seek individuals’
views - and specifically how you will seek the views of children and parents – or justify why it’s not possible
to do so. Who else do you need to involve within your organisation? Do you need to ask your processors to
assist? Do you plan to consult experts in children’s rights and developmental needs? If not, why not? Do
you plan to consult any other experts?

We have conducted product testing of the app in consultation with a children’s panel to help in the product
development process.

We also consulted with parents and guardians through a feedback questionnaire which includes questions
on the game’s functionality, usability and privacy.

As the game does not use novel technology, and the use of personal data is limited, we have not consulted
any experts during the development of this specific game. However, we do keep up-to-date with expert
opinions and advice provided through our representative body, UKIE.

We note that where we have identified residual risks, we are satisfied that they are limited and appropriate
measures are in place to mitigate potential harm (see step 5).
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Step 4: Assess necessity and proportionality

Describe compliance and proportionality measures, in particular: what is your lawful basis for
processing? Does the processing actually achieve your purpose? Is there another way to achieve the same
outcome? How will you prevent function creep? How will you ensure data quality and data minimisation? If
you use AI, how will you avoid bias and explain its use? What information will you give individuals? How will
you help to support their rights? What measures do you take to ensure processors comply? How do you
safeguard any international transfers?

Lawful bases for processing

Performance of a contract with the data subject (Article 6(1)(b)GDPR): making available to parents or
guardians the history of their child’s game play; delivering app content.

Legitimate interests (Article 6(1)(f)GDPR): collection of game play data for analytics purposes (this data
is anonymised immediately); administering and protecting our business and app (eg system
maintenance and support, fixing problems, hosting of data). We have carried out legitimate interests
assessments for all processing activities carried out on this basis.

Necessity and proportionality

We consider that our processing achieves the purposes set out in step 3 and does not go beyond what is
reasonably necessary to achieve these purposes.

To ensure there is no function creep we only use data for the limited purposes explained in this DPIA.

We ensure data minimisation and proportionality by only collecting data that we need for a current specified
purpose.

We will publish good practice examples of transparency notices during the transition period of the code.

Transparency and data subject rights

Guidance: See Annex C of the code– Lawful basis for processing for guidance on how to determine the
lawful basis you can use when processing personal data.

Guidance: You should be clear, open and honest with your users about what they can expect when
they access your online service.  Standard 4 of the code – Transparency sets out what the ICO is
looking for:

“The privacy information you provide to users, and other published terms, policies and community
standards, must be concise, prominent, and in clear language suited to the age of the child. Provide
additional specific ‘bite-sized’ explanations about how you use personal data at the point that use is
activated.”
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When parents first access the app they are shown a screen asking them to confirm they have read the
terms of use and privacy notice which are linked from the screen. These are written in language that is
clear for the player.

In addition to the privacy notice which is aimed at adults, pop-up privacy information is also provided to
children. This is in both age-appropriate text and video formats, including what data related to them is
collected and processed.

We explain about individuals’ rights in our privacy notice and include an email address that individuals can
use to contact us with any questions about their rights and to exercise their rights. There is also a contact
button within the app itself. Our team members who deal with queries on data protection matters and
requests to exercise data subject rights have received basic training on dealing with requests and are
familiar with the guidance produced by the ICO and the FTC.

Processors

We use third-party processors, that provide us with services relating to storage, analytics and the serving
and attribution of advertisements. We have entered into Article 28(3) GDPR terms with each of these third
parties and also carried out appropriate security risk assessments.

International transfers

We do not make any international transfers of personal data.

Describe how you comply with the age-appropriate design code: what specific measures have you
taken to meet each of the standards in the code?

Best interests of the child: We have taken into account the interests and rights of the children that use
our app, including the relevant codes and guidance mentioned in step 2. These interests and rights are
reflected in the:

very limited collection and processing of personal data carried out;

safe and controlled monetisation methods (described above);

limited social features (sharing with parent-approved members and turned off by default); and

parental controls described in this DPIA.

All content the children see in our game is age-appropriate and is designed to support their learning,
development and leisure in a safe environment.

Our retention strategy is focused on long-term retention, whilst encouraging players to leave the game
regularly, including:

the player being able to pause or exit the game at any point without losing progress;

play sessions being designed to be around 90 seconds long after which the player has a clear option to
exit; and

the release of new themes being spread out over time.

The role of parents in protecting their children is recognised and supported through the parent screen.
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Data protection impact assessments: We have carried out this DPIA which covers all processing
activities carried out in connection with the app (both adult and child data). We keep this DPIA under
review and are aware of the need to update it if we make any changes to our processing of personal data.
We make the up-to-date version of this DPIA available on our website and refer to it in our privacy notice.

Age-appropriate application: The key aim of our app it is that it is age-appropriate, and we have
focussed on this throughout the design process. We apply a high privacy approach suitable for our target
age group to all players.  We do not try to determine the age of our players and apply a different approach
depending on age.

Transparency: Information is given in a number of ways. For example,  using a parent overlay screen
which provides key information to parents when the app is first used, and a dedicated parent screen
containing the same information which they can always access. A terms of use and privacy notice
acknowledgement screen highlights these documents when the app is first used, and these can also be
accessed at any point via the settings. Our privacy notice and terms and conditions are written in clear and
easy to understand language. As noted above, we also provide a version aimed at five to eight year olds in
text and short video format.

Detrimental use of data: We do not use personal data in any way that could be detrimental to a child’s or
any other person’s well-being. The app follows gaming guidelines and codes set out by PEGI and the Office
of Fair Trading.

Policies and community standards: We follow our terms and conditions and privacy notice and only use
data in accordance with these documents.

Default settings:  Privacy settings for the app are at high-by-default. There are no options for these to be
changed by players. The social feature is by default disabled, and can only be used if the parent sets up an
approved group of people with whom the child can share game progress, achievements etc.

Data minimisation: We only collect and process the minimum amount of personal data we need for
particular activities. Data about game-play, choices in the game etc is anonymised as soon as it is
collected.

Data sharing: Data is shared with the third parties described under the heading ‘Data sharing’ in step 2.  

Geolocation: We do not collect or use any geolocation data. This function is turned off with no option to
turn on.

Parental controls: These are explained in detail under the heading ‘Parental controls’ in step 2 above. A
parental overlay enables adults to set up the system. Additional parental controls are provided by platform
level.

Profiling: We do not carry out any profiling.

Guidance: When you set community rules and conditions of use for users of your service, you need to
actively uphold or enforce those rules and conditions. Standard 6 of the code – Policies and community
standards confirms that your own published terms, policies and community standards includes, but is
not limited to, privacy policies, age restriction, behaviour rules and content policies or standards you
adhere to (eg PEGI ratings).
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The Guidelines on automated individual decision-making and profiling for the purposes of Regulation
2016/679 state:

“Broadly speaking, profiling means gathering information about an individual (or group of individuals) and
evaluating their characteristics or behaviour patterns in order to place them into a certain category or
group, in particular to analyse and/or make predictions about, for example, their:

ability to perform a task;

interests; or

likely behaviour.”

See Standard 12 of the code – Profiling for guidance on what you should do if you include profiling of
children as part of your service:

“Switch options which use profiling ‘off’ by default (unless you can demonstrate a compelling reason for
profiling to be on by default, taking account of the best interests of the child). Only allow profiling if you
have appropriate measures in place to protect the child from any harmful effects (in particular, being fed
content that is detrimental to their health or wellbeing).”

Nudge techniques: We do not use nudge techniques (eg to encourage children to keep playing, make
purchases or buy subscriptions).

Connected toys and devices: Not applicable.

Online tools: Users and their parents can report concerns or ask questions easily from within the game. 
This function is available from the parents overlay screen and settings overlay screen.

Guidance: Profiling is defined under Article 4 UK GDPR as: “any form of automated processing of
personal data consisting of the use of personal data to evaluate certain aspects relating to a natural
person, in particular to analyse or predict aspects concerning that natural person’s performance at
work, economic situation, health, personal preferences, interests, reliability, behaviour location or
movements.”

Guidance: Online tools are mechanisms to help children exercise their rights simply and easily when
they are online, such as complaints buttons. Standard 15 of the code – Online tools states that you
should provide prominent and accessible tools to help children exercise their data protection rights and
report concerns
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Step 5: Identify and assess risks

When completing this section, if may be helpful for you to refer to  Standard 5 of the code – Detrimental
use of data and the Children’s code harms framework.

Describe source of risk and nature of potential
impact on individuals.

Include as a minimum an assessment of particular
risks to children as listed in the DPIA standard in the
Children’s Code. You may need to consider separately
for different age groups.

Likelihood
of harm

Severity of
harm

Overall
risk

 Remote,
possible or
probable

Minimal,
significant or
severe

Low,
medium
or high

Use of (game play) data that contravenes health
standards and guidelines (for example issues by
the Chief Medical Officer or Public Health England).
Risk that data-enabled service personalisation
leads to excessive engagement, that risks
children’s right to access health services.

1. possible significant medium

Personalised targeting of service features that
generate revenue (for example in-game perks or
purchases) that are set without adequate
transparency and safeguards, risking children’s
right to protection from economic exploitation.

2. possible significant medium

Parental controls for monitoring children's activities
are used without adequate transparency for
children, risking children’s rights to protection from
other forms of exploitation.

3. possible significant medium

Personalised advertising of fraudulent or
age-inappropriate products that risks children’s
right to protection from economic exploitation.

4. possible significant medium

Failure to uphold community standards exposes
children to harms that have a chilling effect (for
example leaving online communities – family circle

5. remote minimal low

Guidance: You must consider the potential impact on children and any harm or damage your data
processing may cause – whether physical, emotional, developmental or material.
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- as the result of abuse) risks children’s right to
freedom of association.

Online tools for children (and parents, for younger
children) to exercise their data rights that are
untransparent, not specific to the rights they
support, or not provided, risking children’s right to
knowledge of their rights.

6.  possible  significant medium
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Step 6: Identify measures to reduce risk

Identify additional measures you could take to reduce or eliminate risks identified as medium or high risk in
step 5.

To assess the level of risk, you must consider both the likelihood and the severity of any impact on children.
High risk could result from either a high probability of some harm, or a lower possibility of serious harm.
You should bear in mind that some children will be less resilient than others, so you should always take a
precautionary approach to assessing the potential severity of harm.

Risk Options to reduce or
eliminate risk

Effect on
risk

Residual Measure
approved

  Eliminated/
reduced/
accepted

Low/
medium/
high

Yes/no

Use of (game play) data
that contravenes health
standards and guidelines
(for example issues by the
Chief Medical Officer or
Public Health England). Risk
that data-enabled service
personalisation leads to
excessive engagement, that
risks children’s right to
access health services.

Game-play sessions are
designed to be short (90
secs), the game can be
paused or exited without
losing place in the game,
release of new themes is
spaced out.

We keep up to date with
government advice on the
welfare of children in the
context of digital services
through updates from our
representative body.

reduced low yes

Personalised targeting of
service features that
generate revenue (for
example in-game perks or
purchases) that are set
without adequate
transparency and
safeguards, risking
children’s right to protection
from economic exploitation.

All in-app purchases or
subscriptions require
parental authorisation.
There is a contact function
for parents to contact us
for accidental purchases.

reduced low yes

Parental controls for
monitoring children's
activities are used without
adequate transparency for
children, risking children’s
rights to protection from

A parental overlay enables
adults to set up the
system. Additional parental
controls are provided by
platform level.

accepted medium yes
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other forms of exploitation.

Personalised advertising of
fraudulent or
age-inappropriate products
that risks children’s right to
protection from economic
exploitation.

All ads are
age-appropriate. We use
an ad provider specialising
in children’s ads.  There is
no targeted or contextual
advertising. Ads are clearly
distinguished from
game-play and do not
request or require direct
action from the children.

eliminated low yes

Failure to uphold community
standards exposes children
to harms that have a
chilling effect (for example
leaving online communities
– family circle - as the
result of abuse) risks
children’s right to freedom
of association.

Sharing features in family
circle allow limited content
to be shared, such as game
scores and emoticons that
do not share user personal
data with others. No
opportunity for negative
messages to be created
and shared through family
circle

eliminated low yes

Online tools for children
(and parents, for younger
children) to exercise their
data rights that are
untransparent, not specific
to the rights they support,
or not provided, risking
children’s right to
knowledge of their rights.

Data rights explained in
adult and children’s privacy
notices. An email address
is available for individuals
to contact us with any
questions about their rights
and to exercise their rights.
There is also a contact
button within the app itself
to help children contact us
to exercise their rights.

reduced low yes
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Step 7: Sign off and record outcomes

Item Name/position/date Notes

Measures approved by:  Integrate actions back into project plan, with
date and responsibility for completion.

Residual risks approved
by:

 If accepting any residual high risk, consult
the ICO before going ahead.

DPO advice provided:  DPO should advise on compliance, step 6
measures and whether processing can
proceed.

Summary of DPO advice:

DPO advice accepted or
overruled by:

 If overruled, you must explain your reasons.

Comments:

Consultation responses
reviewed by:

 If your decision departs from individuals’
views, you must explain your reasons.

Comments:

This DPIA will be kept
under review by:

 The DPO should also review ongoing
compliance with DPIA.

This document is made available on the basis that the user understands that:

they remain fully liable for their own legal and regulatory obligations;

the ICO does not accept any liability for any reliance that might be placed on any feedback, comments
or other input it might provide; and

providing this sample DPIA does not prevent or limit the ICO’s ability to take any enforcement action or
other regulatory action against companies that might use the sample as the basis for their own DPIA, if
the ICO deems such action is appropriate.
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EXHIBIT B-2 
TO DECLARATION OF EMILY KEANEY, DEPUTY COMMISSIONER OF REGULATORY 

POLICY FOR THE INFORMATION COMMISSIONER’S OFFICE IN SUPPORT OF 
DEFENDANT’S OPPOSITION TO PLAINTIFF’S MOTION FOR PRELIMINARY 

INJUNCTION 
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Introduction
Step 1: Identify the need for a DPIA
Step 2: Describe the processing
Step 3: Consultation process
Step 4: Assess necessity and proportionality
Step 5: Identify and assess risks
Step 6: Identify measures to reduce risk
Step 7: Sign off and record outcomes
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Introduction

This document is intended as an example of good practice to help small to medium sized enterprises
operating an online retail service. It will help you to understand and apply the ICO’s Children code, formally
known as the Age appropriate design code. It specifically applies to Standard 2 of the code, which relates
to the need for Data Protection Impact Assessments (DPIAs) for Information Society Services (ISS) likely to
be accessed by children (under age 18) in the UK. Before starting to review the DPIA sample, you might
find it helpful to read the code standards.

The service outlined in this sample is imaginary, and is not intended to represent an actual online retailer.

This sample DPIA is adapted from the ICO’s DPIA template, and follows the process set out in our DPIA
guidance and the code. You should read it alongside the code’s DPIA guidance, and the Criteria for an
acceptable DPIA set out in European guidelines.

Standard one of the Children’s code requires ISS treat the best interests of the child as a primary
consideration in their processing of children’s data. Assessing children’s best interests is an important part
of the DPIA process. The ICO’s best interest self-assessment can help you with this.

The ICO’s design guidance has tools that can help you apply some of the standards in practice, in order to
create an open, transparent and safe place for children online.

We welcome recommendations for improvements or other feedback. Please email your comments to
[email protected].

Name of controller: The Toy Shop

Subject/title of DPIA: Online toyshop
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Step 1: Identify the need for a DPIA

Step 1: Identify the need for a DPIA

Explain broadly the nature of your online service, and the current stage of design or
development. You may find it helpful to refer or link to other documents. Summarise when and
how you identified the need for a DPIA.

The Toy Shop is a new online website selling products for children normally six years and older, supporting
children’s rights to play and development. Our website is currently active. It uses a commercially available
e-commerce platform.

On the website users can search for and learn about our range of products. All users have access to the toy
information pages.

Our main use of personal data is to process and fulfil orders made on the website, and deal with customer
enquiries. In addition, we undertake limited profiling activities using order history data and the analytics
data obtained from our use of these cookies. We do this to recommend similar products to these users. We
only carry out profiling for users over the age of 13 since our processing requires the user to have
consented to the use of analytics cookies.

Users can sign up for generic newsletters with their email address.

This is consent-based so only available to those over 13. We also use the “soft opt-in” exception to send
generic newsletters to existing customers, both children and adults. New users can sign up to the
newsletter using a tick box to self-declare themselves as 13 or above. All email newsletters have an
unsubscribe link and all opt-outs are actioned and respected.

Guidance: Before starting this DPIA, you may find it helpful to read the ICO’s guidance on DPIAs.

Standard 2 of the Children’s code requires Information Society Services* to undertake a DPIA if
they are processing children’s data. Therefore, it may be useful to reference the Children’s code
requirement in Step 1. See Standard 2 of the Children’s code - DPIAs:

“Undertake a DPIA to assess and mitigate risks to the rights and freedoms of children who are
likely to access your service, which arise from your data processing. Take into account differing
ages, capacities and development needs and ensure that your DPIA builds in compliance with this
code.”

For further information, see the ICO’s guidance on what activities are considered likely to result in
a high risk and need a DPIA

* An Information Society Service is defined as “any service normally provided for remuneration, at
a distance, by electronic means and at the individual request of a recipient of services.” You can
find more information on whether you may be in scope in the Children’s code.
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Market research conducted by similar websites suggests that up to a third of users of the service are likely
to be children under the age of 13, about 10% will be children 13-17, with the remaining 55% likely to be
adults.

 

We have identified the need for a DPIA because we will be collecting and processing children’s personal
data through the platform, including contact details (eg email address), financial data, and purchasing
history. This processing is included in the list published by the ICO under Article 35(4) of the UK GDPR.

Guidance: The Children’s code applies to “information society services likely to be accessed by
children” in the UK. This includes many apps, programs, connected toys and devices, search
engines, social media platforms, streaming services, online games, news or educational websites
and websites offering other goods or services to users over the internet. It is not restricted to
services specifically directed at children. You can find more information on ‘likely to be accessed’ in
the code.

Helpful hint: You might find it helpful to conduct research into the users of your service (eg user
online surveys, forums), or draw on research undertaken by similar sites, commercial research
companies or representative bodies.
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Step 2: Describe the processing

Step 2: Describe the processing

Describe the nature of the processing: how will you collect, use, store and delete data? What are the
sources of the data? Will you be sharing data with anyone? You might find it useful to refer to a flow
diagram or other way of describing data flows. What types of processing identified as likely high risk are
involved? Does your service involve any profiling, automated decision-making, or geolocation elements?
What are your plans (if any) for age-assurance? What are your plans (if any) for parental controls?

 

How we collect data/sources of data

We collect data in the following ways:

Direct interactions with users eg when users create an account, purchase a product either as an account
holder or guest, sign up to receive newsletters, contact us with a question or issue.

Using automated technologies ie cookies or similar technologies when visitors use the website.

From third parties ie from our third-party analytics cookie provider, and from our third-party fraud
prevention service providers.

How we use data

Our main use of personal data is to process and fulfil orders made on the website and to deal with
customer enquiries. In addition, we carry out limited marketing activity through an email newsletter which
users over 13 may sign up for. All email newsletters have an unsubscribe link and all opt-outs are actioned
and respected. We do not carry out any behavioural advertising.

We use data for the following purposes:

To register users who choose to create an account with us.

Helpful hint: You may find it helpful to consult your privacy notice or talk with your Data Protection
Officer (DPO) about creating a Record of processing activities (ROPA) which may contain some of the
information required for this section. You can see the ICO’s guidance on ROPAs.

Guidance: Data minimisation helps you protect your users by collecting the minimum amount of
personal data you need to provide your services. See Standard 8 of the code – Data minimisation
for help in how to meet this standard and give children choices over which elements of their data
they wish to activate.
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For financial administration, invoicing, and to process and deliver orders.

To manage our relationship with customers (eg responding to questions, complaints, asking users to
take a survey).

To enable users to participate in competitions, prize draws etc.

To administer and protect our business and website (eg system maintenance and support, fixing
problems, hosting of data).

To deliver website content and contextual advertisements and measure and understand the
effectiveness of these.

To carry out data analytics to improve our website, products, marketing and customer experience on our
website.

To recommend products that may be of interest to users by email and contextual advertising.

To provide email newsletters to users who have subscribed to this service.

To detect and prevent fraudulent transactions (see further information below under the heading “Data
sharing”).

To verify user identity and provide a secure platform.

To comply with regulatory or legal obligations.

To enable users to share details of purchases on social media sites.

Cookies

 

Our website uses cookies for a range of functions outlined below.

We use essential cookies, which are not subject to the consent requirement, for the following purposes:

Account authentication.

Tracking user input for functions of the service (eg shopping cart).

Security and fraud prevention.

Load balancing.

Preference cookies for the cookie consent tool.

These are first party cookies set within individual apps and the cookies’ access is restricted by the
corresponding app only.

The website also uses cookies or similar technologies for analytics and contextual advertising.

We have put in place a cookie consent tool which explains the cookies we use and requests consent to
these. We also have a cookie policy which explains in more detail the types of cookies we use and the
purposes we use them for. The consent tool is available at the point of website entry.

Helpful hint: You might find it helpful to consult your cookies policy or the cookies section of your
privacy notice to assist you in completing information about cookies. You can see further information in
the ICO’s guidance on cookies. Attach a copy of your cookies policy with the DPIA.
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Note: Wikipedia defines load balancing as the process of distributing a set of tasks over a set of resources
(computing units), with the aim of making their overall processing more efficient. Load balancing can
optimize the response time and avoid unevenly overloading some compute nodes while other compute
nodes are left idle. 

The website contains links to our social media pages and includes functionality which enables users who
have external social media accounts to share details of purchases they make on their social media pages.
Visiting the page with the relevant social media plugins on it may result in users' data being collected by
the social media company (depending on the user’s browser’s configuration). This includes data such as IP
address and a record of which pages users were visiting at the time. The social media features may also set
third-party cookies (or other equivalent technologies such as tracking pixels). Social media providers linked
to by the site are joint controllers for the processing of this personal data.

The privacy notice on our website states: “We receive information via third parties when you visit our page
on social media sites or channels (eg Facebook, Twitter, YouTube, Instagram).”

When a user clicks on a social media link, a pop-up warns that they are leaving the toy shop website. It
states: “Your personal data will be processed by the third-party site according to their own privacy policies.”
A link to the appropriate social media privacy notice is included in the pop-up.

Storage and deletion

The website is hosted in the UK and all data is stored in the UK.

The business has a retention schedule which specifies storage periods for categories of data which reflect
relevant legal requirements and limitation periods applicable to contractual claims. Once retention periods
have expired we securely delete data and keep a log of deletions.

Data sharing

For information: Article 26 of the UK GDPR states: “Where two or more controllers jointly determine
the purposes and means of processing, they shall be joint controllers. They shall in a transparent
manner determine their responsibilities for compliance with the obligations under this Regulation”.

This sample DPIA does not go into detail on the measures The Toy Shop should take to determine the
purpose and means of processing for any joint controllers (eg social media sites, data analytics
providers). If you are using third-party services that are likely to process personal data, you should talk
with them about whether the processing relationship is joint controllership or a controller – processor
relationship.

The ICO recommends that ISS consult with their Data Protection Officer, ecommerce site provider, and
any joint controllers for details of how to explain joint controller processing in their DPIA.

Helpful hint: For further information, you can see the ICO’s guidance on storage limitation and data
retention. Attach a copy of your records management policies with the DPIA.
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Data is shared for routine data processing necessary to safely deliver the service.

Data is shared for routine data processing necessary to safely deliver the service.

A third party payment services provider is used to provide the payment function on the website. This
payment services provider acts as a separate data controller, and we do not store payment card data. We
make clear in our privacy notice that the payment service provider operates subject to its own privacy
notice and tell users to refer to this for details of its processing.

We make use of an e-commerce platform to provide our website. The provider acts as our processor and
we have entered into Article 28(3) terms with them. We make use of the e-commerce platform’s fraud
prevention service which provides us with risk scores to help us avoid fraudulent transactions. This service
is provided by a third party which acts as an independent controller. To make use of this service, certain
personal data is transferred to the provider (ie name, phone number, billing and delivery addresses, email
address, IP address). This processing is explained in our privacy notice with a link to the provider’s own
policy.

 

We use a third-party analytics provider to measure user interactions with our website. This is so that we
can check the quality and effectiveness of our service and ensure it meets the needs of the user. Our
analytics provider uses cookies and similar technologies to collect information about user interactions when
they visit the site. This includes data about the user’s device or browser, their on-site activities, and a
portion of the user IP address. The provider processes this information on our behalf and uses it to prepare
reports for us about how our visitors engage with our website. These reports don't identify the users - they
are aggregated information about all our users.

Guidance: Data sharing usually means disclosing personal data to third parties outside your
organisation. This DPIA outlines how children’s and parents’ data may be shared within the Toy
Company, and with external third parties. Standard 9 of the code – Data sharing advises:

“Do not disclose children’s data unless you can demonstrate a compelling reason to do so, taking
account of the best interests of the child.”

Note: The UK GDPR applies to “controllers” and “processors”. A controller determines the purposes and
means of processing personal data, while a processor is a third-party company that a controller
contracts to process their data.

This paragraph is based on a commercially available e-commerce platform. Such platforms will often
list a significant number of processors, and transfers personal data to several countries worldwide. In
this simplified sample, we have not included the list of potential processors and joint controllers for the
personal data, nor have we included the data processing that is likely to be undertaken. You should
consult with your e-commerce platform for more information on the joint controllers and processors of
data that you will need to include in your DPIA.
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Our analytics provider doesn't use any of this information for their own purposes - they act as our
processor and only operate on our instructions. This processing is carried out in the EU.

 

Our cookies policy provides more information about our use of cookies for analytics purposes. Users can
opt-in using our cookie control (see cookies section above), and can change their mind at any time.

We use a Captcha provided by a third party which involves the transfer of data about a user’s device
to/from the third-party provider. The provider acts as our processor and we have entered into Article 28(3)
terms with them.

We share limited data with couriers to enable our products to be delivered to customers. All boxing and
labelling of products are done by our company. The courier’s role is only to deliver packages; it does not
exercise any control over the purpose for which the personal data in the packages entrusted to it is used
and has no control over the personal data entrusted to it. The delivery courier does not operate as a
processor.

Profiling

Note: Some data analytics providers may function as processors and fall within scope of Article 28(3)
of the UK GDPR. However, some analytics providers will be joint controllers as a result of the way in
which personal data is processed. Where this is the case, the ISS should enter Article 26 terms with
them as joint controllers. It is for the ISS to determine the nature of the relationship between it and
analytics provider.

Guidance: For further information, see the ICO’s guidance on controllers and processors.

Guidance: Profiling is defined under Art 4 UK GDPR as: “any form of automated processing of
personal data consisting of the use of personal data to evaluate certain aspects relating to a natural
person, in particular to analyse or predict aspects concerning that natural person’s performance at
work, economic situation, health, personal preferences, interests, reliability, behaviour location or
movements”

The Guidelines on automated individual decision-making and profiling for the purposes of
Regulation 2016/679 state:

“Broadly speaking, profiling means gathering information about an individual (or group of
individuals) and evaluating their characteristics or behaviour patterns in order to place them into a
certain category or group, in particular to analyse and/or make predictions about, for example,
their:

ability to perform a task;
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Profiling is switched off by default for all users. For users consenting to receive our enewsletters, we carry
out limited profiling activities to email recommendations of similar products to users based on their order
history and browsing activities. We only carry out profiling on users who have consented to the relevant
cookies. We only send these emails to users who have opted-in to marketing, or who have not opted-out of
marketing when making a previous purchase.

Children under 13 years of age are not given the option to opt into marketing emails, so profiling remains
switched off for under 13 users.

No external advertising is offered to users of the service.

Age assurance

We ask users for their year of birth to verify age where we process personal data based on consent. If it is
not clear from year of birth if a user is 12 or 13, they are asked for their date of birth. A user cannot make
changes to their initial response to the year of birth question from the same IP address. This is relevant to
our use of non-strictly necessary cookies and our email newsletter sign up. To sign up to the newsletter,
users are first asked to enter their year or birth (and if required, date of birth) as described above, then
only able to proceed to signing up if the response to these questions shows they are over 13. Our privacy
notice and terms and conditions documents are written in a transparent and easy to understand form so
that children can easily understand our age assurance policies. This includes brief pop-up messages at the
point when the child answers the age questions and shows that they are under 13 years of age.

interests; or

likely behaviour.”

See Standard 12 of the Code – Profiling for guidance on what you should do if you include profiling
of children as part of your service:

“Switch options which use profiling ‘off’ by default (unless you can demonstrate a compelling
reason for profiling to be on by default, taking account of the best interests of the child). Only allow
profiling if you have appropriate measures in place to protect the child from any harmful effects (in
particular, being fed content that is detrimental to their health or wellbeing).”

Guidance: The Children’s code offers guidance to ISS on how to offer age appropriate online
services to children. See Standard 3 of the AADC – Age appropriate application for further
information:

“Take a risk-based approach to recognising the age of individual users and ensure you effectively
apply the standards in this code to child users. Either establish age with a level of certainty that is
appropriate to the risks to the rights and freedoms of children that arise from your data processing,
or apply the standards in this code to all your users instead.”

You might also find it helpful to review Annex B of the AADC - Age and developmental stages.
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All cookies, apart from strictly necessary cookies, are set to off when a user first arrives at the website. On
entering the website all users are presented with a cookies consent tool banner written in easy to
understand, plain English set at a reading age of 13. When users enter this, they are asked for their year of
birth (and if required, date of birth) as explained above.

If they are 13 or over, they are presented with the full list of cookies used, grouped by category (strictly
necessary, functional, analytical, and marketing) and can consent to the functional, analytical and
marketing cookies. Users who are under 13 are presented with the information about the strictly
necessary cookies (which are always set to “on”) with a message saying that the other cookies are not
used.

For these users the sliders for the analytical, functional and marketing cookies are fixed in the “off
position” and cannot be changed. Our privacy notice contains details of an email address parents can
contact if they become aware that their child has given consent under the age of 13 and we will delete
this child’s data.

We have analysed the processing we carry out and do not think that any of our processing presents a risk
which would require us to offer parental controls. Online tools such as icons and help buttons enable
children to exercise their data protection rights and report concerns. However, as we anticipate young
children will use our site, we also allow parents or guardians to contact us with any queries they have about
our processing of their child’s personal data, ask us to delete the personal data we have collected in
connection with their child’s account from our records, and exercise rights on behalf of their child. We
confirm the identity of the adult as the parent or guardian of the child before carrying out any of the above.
Our online tools support older children to exercise their rights and contact us independently of their
parents.

Security measures

We use the following security measures on our website:

We keep our e-commerce software subscription up to date.

We require users who create an account to use a strong password with numbers, capital letters and
other characters, and which must be at least 10 characters long.

We use SSL protection on our login pages.

We use a Captcha function on our “contact us” page.

We use a market-leading, reputable web hosting company.

We have a policy of regularly deleting any files, databases, or applications from our website that are no
longer in use.

All data is regularly backed up.

We run regular web security scans to check for website and server vulnerabilities.

We use a fraud prevention service for purchases made on our site. 

Helpful hint: You might find it helpful to consult your information/data security policy to assist you in
providing information about security measures. For further information, see the ICO’s guidance on
security.
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Describe the scope of the processing: what is the nature of the data, and does it include special
category or criminal offence data? How much data will you be collecting and using? How often? How long
will you keep it? How many individuals are affected? What geographical area does it cover? 

 

Data processed

Identity data: name, username, title, date of birth.

Contact data: billing and delivery address, email address, phone number.

Financial data: payment card details (processed by a third-party payment services provider and not
stored by us/ our website).

Transaction data: details of products purchased, amounts, dates etc.

Technical data: IP address, login data, browser type and version, time zone setting and location,
browser plug-in types and versions, operating system and platform.

Profile data: username and password, purchases or orders made by users, and their preferences,
interests, feedback, and questions as collected through survey responses.

Usage data: information about how users use our website, products and services.

Marketing and communications data: record of users’ preferences in receiving marketing from us about
the products we sell.

Special categories of personal data

We do not process any special category personal data.

Volume of personal data

We anticipate that the website will have around 100,000 users, of which 45% will be children (under 18),
and 55% adults using this service.

Retention of data

We have a retention schedule which specifies storage periods for categories of data which reflect relevant
legal requirements and limitation periods applicable to contractual claims. Once retention periods have
expired we securely delete data and log deletions.

 

Geographical area

Helpful hint: You might find it helpful to consult your data retention policy or schedule to assist you in
describing how you retain data.
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The data subjects whose data we process are located in the UK. The website and all personal data is hosted
in the UK. The website does not use location services such as IP address geolocation to alter currency for
the shopping cart. The site language is UK English and there are no options to change language for visitors
from outside the UK.

 

Describe the context of the processing: what is the nature of your service? Are you designing it for
children? If not, are children under 18 likely to access it anyway? What is the likely age range of your
users? How much control will they have? Would they understand and expect you to use their data in this
way? Does your service use any nudge techniques? Are there prior concerns over similar services or
particular security flaws? Is your service novel in any way? What is the current state of technology in this
area? Are there any current issues of public concern that you should factor in, particularly over online risks
to children? Are there any relevant industry standards, codes of practice or public guidance in this area?
What responsibilities do you have under the applicable equality legislation for England, Scotland, Wales and
Northern Ireland? Is there any relevant guidance or research on the development needs, wellbeing or
capacity of children in the relevant age range? Are you signed up to any approved code of conduct or
certification scheme (once any have been approved)? 

The Toy Shop is a new online website selling products for children normally six years and above, supporting
children’s rights to play and development. Our website is currently active. It uses a commercially available
e-commerce platform.

Nature of service and users

On the website users can search for and learn about our range of products. All users have access to the toy
information pages.

The website enables adults and children over 13 with debit cards in their own name to order products.
Users aged 13 and above can sign up for newsletters with their email address via an age self-declaration
tick box. We use the “soft opt-in” exception to send newsletters to existing customers with user accounts.
Users have the option of creating an account or purchasing without registration as a guest.

The website includes a “contact us” function which includes a contact form where users provide name,
email, subject and message. This aspect of the service is protected by a third-party’s Captcha service,
which involves the use of cookies or similar technologies. Further details of security measures applied to
our processing are provided in Step 2 above.

The website retains order history and we undertake limited profiling activities of users based on activity
they undertake when logged in to customer accounts. We use this data and data from analytics cookies, to
recommend similar products to these users. The website does not feature external advertisements – all
adverts are contextual and feature products within our catalogue.

The website contains links to our social media pages and includes functionality which enables users who
have external social media accounts to share details of purchases they make on their social media pages.
Social media providers linked to by the site are joint controllers for the processing of this personal data.
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Users’ expectations

We consider that the above processing will be in-line with users’ expectations. It is clearly explained in our
privacy notice, which is written in basic, easy to understand language, and available as an audio file. We
carried out readability testing of our privacy notice to confirm that it should be understood by most people
over the age of nine.

Most processing outside the core activity of selling products is optional. For example, processing for
marketing purposes, processing for the purposes of responding to enquiries, sharing purchases on social
media. We do not use data in any unusual ways which we would consider to be outside the expectations of
users.

 

Describe the purposes of the processing: what do you want to achieve with your service? What is the
intended effect on individuals? What are the benefits of the processing – for you, and more broadly? What
are the specific intended benefits for children?

 

Aim of our service

Our aim is to offer an online toyshop which enables us to sell, and customers to buy, toys in an online
environment, and to grow our business and customer base. We believe that toys help support children’s
right to freedom of association and play. Through providing access to safe and educational toys, we also

Helpful hint: You might find it helpful to consult our guidance on Marketing and consent for more
information on when soft opt-ins are allowed under data protection.

Helpful hint: You should attach copies of all relevant privacy notices and terms and conditions
documents for your website with the DPIA. For further information, you can see the ICO’s guidance on
privacy notices and access templates.

Guidance: The ICO is required to reflect the UK’s obligations under the UNCRC in drafting this
code. All the standards of the code relate to the best interest standard See Standard 1 Best
interest of the child, which states:

“The best interests of the child should be a primary consideration when you design and develop
online services likely to be accessed by a child.”
In order to implement this standard you need to consider the needs of child users and work out
how you can best support those needs in the design of your online service, when you process their
personal data.
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help protect and support their physical, psychological and emotional development

The specific purposes for which we process personal data are set out in Step 2 under the heading “How we
use data”.

Intended effect on individuals

The intended effect on individuals is that they trust our brand and shop in our online store.

Benefits of the processing

The benefits to us of the processing are that it enables us to run our business, market our products and
increase our sales. The processing benefits customers, including children, because it enables them to shop
for products online, often at cheaper prices that in a physical shop, and be informed via contextual
advertising and enewsletter (subject to consent or soft opt-in) about products that they may be interested
in.
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Step 3: Consultation process

Consultation process

Consider how to consult with relevant stakeholders: describe when and how you will seek individuals’
views - and specifically how you will seek the views of children and parents – or justify why it’s not possible
to do so. Who else do you need to involve within your organisation? Do you need to ask your processors to
assist? Do you plan to consult experts in children’s rights and developmental needs? If not, why not? Do
you plan to consult any other experts?

We have conducted website user-testing and consultation with adults and a children’s group to help develop
our website.

We also consult with users, parents and guardians through a feedback questionnaire which includes
questions on website usability and services, feedback on the toys we sell, and privacy. The consultation is
conducted online with users, parents or guardians who have a user account.

All the toys sold through our shop need to meet toy safety standard EN-71. We only buy from companies
that are members of the British Toy and Hobby Association and that adhere to the BTHA’s code of practice.
We have not consulted with experts in children’s rights as we do not feel that the site represents a
significant risk to children. We keep up to date with regulations related to online retail services, age
assurance techniques and wider data processing issues through our representative bodies (eg CBI, FSB and
BTHA).

We note that where residual risks have been identified, we are satisfied that they are limited and
appropriate measures are in place to mitigate potential harm (see Step 5).
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Step 4: Assess necessity and proportionality

Step 4: Assess necessity and proportionality

Describe compliance and proportionality measures, in particular: what is your lawful basis for
processing? Does the processing achieve your purpose? Is there another way to achieve the same
outcome? How will you prevent function creep? How will you ensure data quality and data minimisation? If
you use AI, how will you avoid bias and explain its use? What information will you give individuals? How will
you help to support their rights? What measures do you take to ensure processors comply? How do you
safeguard any international transfers?

 

Lawful bases for processing

Performance of a contract with the data subject (Article 6(1)(b)UK GDPR): where processing is
necessary to fulfil a product order (including creating an account, selecting and paying for products,
sending products to customers, sharing data with couriers); processing in connection with a competition
or prize draw subject to terms governing it.

Legitimate interests (Article 6(1)(f)UK GDPR): sending enewsletters based on the soft opt-in exception;
processing of personal data connected with strictly necessary cookies (security cookies and functionality
to enable a service requested by the user); corresponding with customers in response to enquiries;
processing of data for fraud prevention purposes; carrying out customer surveys; to administer and
protect our business and website; processing to enable sharing of purchase on social media sites. We
have completed legitimate interests assessments for all processing activities we carry out on this basis.

 

Consent (Article 6(1)(a)GDPR): processing connected with the sending of enewsletters where a person

Guidance: See Annex C of the code– Lawful basis for processing - for guidance on how to
determine the lawful basis you can use when processing personal data.

Note: Article 6(1)(f) gives you legitimate interest as lawful basis for processing where: “processing is
necessary for the purposes of the legitimate interests pursued by the controller or by a third party
except where such interests are overridden by the interests or fundamental rights and freedoms of the
data subject which require protection of personal data, in particular where the data subject is a child.”

This can be broken down into a three-part test:

Purpose test: are you pursuing a legitimate interest?1. 

Necessity test: is the processing necessary for that purpose?2. 

Balancing test: do the individual’s interests override the legitimate interest?3. 
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has opted-in to receiving them; marketing activities or profiling based on analytics data derived from
cookies and order history, processing of personal data in connection with functional/analytics/marketing
cookies.

Necessity and proportionality

We consider that our processing achieves the purposes set out in step 2 and does not go beyond what is
reasonably necessary to achieve these purposes.

To ensure there is no function creep we only use data for the limited purposes explained in this DPIA.

We ensure data minimisation and proportionality by only asking for data that we need for a current
specified purpose.

Transparency and data subject rights

Individuals are given information about our processing through our online privacy notice which they are
asked to review when they create an account or purchase a product or both. It is also accessible from our
website footer. Our cookie policy contains information about cookies used on our website. This is accessible
through our cookie consent tool and from our website footer. We carried out readability testing of our
privacy notice and cookies policy to confirm that they should be understood by most people over the age of
six.

We explain about individuals’ rights in our privacy notice and include an email address which individuals can
use to contact us with any questions about their rights and to exercise their rights. Our team members who
deal with queries on data protection matters and requests to exercise data subject rights have received
basic training on dealing with requests and are familiar with the guidance produced by the ICO.

Processors

We use an e-commerce platform, a cookie analytics provider, and a Captcha provider, all of which act as
processors. We have entered into Article 28(3) UK GPDR terms with each of these third parties and carried
out appropriate security risk assessments.

The Article 28 agreements include a contractual obligation for the processor to use EU SCCs and undertake

Guidance: Transparency is about being clear, open and honest with your users about what they
can expect when they access your online service, see Standard 4 of the AADC – Transparency.

“The privacy information you provide to users, and other published terms, policies and community
standards, must be concise, prominent, and in clear language suited to the age of the child.
Provide additional specific ‘bite-sized’ explanations about how you use personal data at the point
that use is activated.”

Examples of good practice in transparency notices can be found on the ICO’s Children’s code
Additional resources page pages .

04 August 2021 - 0.0.127 18

Case 5:22-cv-08861-BLF   Document 51-4   Filed 04/21/23   Page 90 of 220

https://ico.org.uk/for-organisations/guide-to-data-protection/ico-codes-of-practice/age-appropriate-design-a-code-of-practice-for-online-services/4-transparency/
https://ico.org.uk/for-organisations/childrens-code-hub/


a risk assessment if or when engaging the services of a sub-processor who is transferring data to a third
country.

International transfers

Transfers of data are made in connection with the sharing of personal data with our third-party analytics
cookie provider and e-commerce provider. The analytics provider is based and Europe, and the e-commerce
provider is based in Canada. In both cases, the data transfers are covered by adequacy agreements in
place with the UK.

 

Describe how you comply with the Age-Appropriate Design Code: what specific measures have you
taken to meet each of the standards in the code?

Best interests of the child

We have considered the interests and rights of the children that use our website, and these interests and
rights are reflected in our limited collection and use of their personal data. Users are also able to search for
toys based on age (ie through filtering) to ensure that they are presented with products which are age
appropriate. Our online shop does not sell any products which we consider could be harmful, nor any
age-restricted items.

Data protection impact assessments: We have completed this DPIA which covers all customer data
processing activities carried out. We keep this DPIA under review and are aware of the need to update it if
we make any changes to our processing of customer personal data. We make the up-to-date version of this
DPIA available on our website and refer to it in our privacy notice.

Age-appropriate application

We use a self-declaration process to establish user age. We consider this process to be appropriate in the
circumstances. This is because we only collect and process limited personal data from all users, and our use
of data is limited to what people would expect in the context of an online toyshop. We apply the same
standards and carry out the same processing activities in relation to all users (subject to not carrying out
consent-based processing activities for users under 13). We have carried out readability testing of our
privacy notice and cookie policy to confirm that they are capable of being understood by most people over
six years old. Where processing is based on consent (non-strictly necessary cookies and email newsletter
sign up) we only carry out these processing activities in relation to data subjects who have confirmed that
they are over 13 years of age using a self-assessment tick box.

Transparency

Helpful hint: You might find it helpful to consult our guidance on international data transfers from the
UK. You should also consult the privacy notices and terms and conditions documents from your
e-commerce provider for more details on how they manage international transfers.
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We provide a privacy notice and cookie policy explaining how we use personal data and how cookies are
used on our website. In addition, we provide additional specific bite-sized explanations about how we use
personal data at the point at which we collect it. Our terms and conditions and privacy notice are also
written in clear and easy to understand language.

Detrimental use of data

We do not use personal data in any way which could be detrimental to a child’s or any other person’s
well-being. Our marketing enewlsetter follows the principles in Committee of Advertising Practice guidance.

Policies and community standards

We follow our terms and conditions and privacy notice and only use data in accordance with these
documents. We will delete the accounts of users that do not follow our standards, or are proven to have not
been truthful about their age when registering for a user account. We will also delete any data collected
against their account.

Default settings

As our website only has basic functionality, we do not use privacy settings unless the user creates an
account. Account holders privacy is set as high by default. This means we do not collect more data than is
necessary to provide the online purchasing and enewsletter services that come with a user account. User
account holder data is not visible to other users or services, and there is no access to the users data from
third parties for behavioural advertising.

No cookies (apart from strictly essential cookies) are placed before a user consents to such cookies. All
other cookies are set as default to “off” and users over the age of 13 are asked to review and consent or
not consent to these cookies at the point of entering the website.

Data minimisation

Guidance: When you set community rules and conditions of use for users of your service, you
need to actively uphold or enforce those rules and conditions. Standard 6 of the Code – Policies and
community standards confirms that your own published terms, policies and community standards
includes, but is not limited to, privacy policies, age restriction, behaviour rules and content policies
or standards you adhere to.

Guidance: Privacy settings are a practical way for you to offer children a choice over how their
personal data is used and protected. For advice on how to set privacy settings as high by default,
see Standard 7 of the Code – Default settings.
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We only collect and process the minimum amount of personal data we need for particular activities. Users
have a choice over whether to accept cookies and whether to sign up for our newsletter or indicate that
they do not want to receive newsletters where we send these to account holders based on the soft opt-in
exception.

Data sharing

Data is shared with the third parties described under the heading “Data sharing” in Step 2.

Geolocation

We do not collect or otherwise process geolocation data.

Parental controls

We have analysed the processing we carry out and do not think that any of our it presents a risk which
would require us to offer parental controls. Parents or guardians can contact us with any queries they have
about our processing of their child’s personal data, ask us to delete the personal information we have
collected in connection with their child’s account from our records, and exercise rights on behalf of their
child. We confirm the identity of the adult as the parent or guardian of the child before carrying out any of
the above.

Profiling

We carry out limited profiling activities to email recommendations of similar products to users based on
their order history and browsing activities. We only carry out profiling of users who have consented to the
relevant cookies, and only send these emails to users who have opted-in to marketing, or who have not
opted-out of marketing when making a previous purchase. Children under 13 years of age are not given
the option to opt-in to marketing emails.

We do not offer external advertising to users of the service.

Nudge techniques

Guidance: For the purposes of the Children’s Code, Standard 11 refers to how you make it clear to
the child if parental controls are in place and if they are being tracked or monitored:

“If you provide parental controls, give the child age appropriate information about this. If your
online service allows a parent or carer to monitor their child’s online activity or track their location,
provide an obvious sign to the child when they are being monitored.”

Companies might conform to Standard 11 by using child-friendly and age-appropriate avatars,
symbols or pop-up messages (audio or written) to notify children when parental controls are
monitoring their online behaviour.
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We do not use nudge techniques to encourage children to provide more data or consent to the processing
of their personal data. We encourage children to talk to their parents about using our website, and to
discuss with them anything in our privacy or cookies policies which they do not understand.

Connected toys and devices

This is not relevant to our processing.

Online tools

All marketing emails and our generic enewsletter contain an unsubscribe link. Users who have registered
for an account also have the option to delete their account at any time (subject to limited data retention in
line with our retention policy).

An "I’m not happy“ link is available at the bottom of each web page that links to a video with information
on what children should do if they encounter problems on the site, including prompt to get help from
trusted adult.

 

 

Guidance: Nudge techniques are design features which lead or encourage users to follow the
designer’s preferred paths in the user’s decision-making. The code states that ISS should not use
nudge techniques to lead or encourage children to provide unnecessary personal data or turn off
privacy protections See Standard 13 of the Code – Nudge techniques.

Guidance: Online tools are mechanisms to help children exercise their rights simply and easily
when they are online, such as complaints buttons. Standard 15 of the code – Online tools – states
that you should provide prominent and accessible tools to help children exercise their data
protection rights and report concerns.

Helpful hint: You should review the Children’s code harms framework. The framework is a flexible tool
for identifying data-related risks to children that you need to consider when completing your DPIA. It
aims to support online services to place children’s best interests at the heart of their services.

04 August 2021 - 0.0.127 22

Case 5:22-cv-08861-BLF   Document 51-4   Filed 04/21/23   Page 94 of 220

https://ico.org.uk/for-organisations/guide-to-data-protection/ico-codes-of-practice/age-appropriate-design-a-code-of-practice-for-online-services/13-nudge-techniques/
https://ico.org.uk/for-organisations/guide-to-data-protection/ico-codes-of-practice/age-appropriate-design-a-code-of-practice-for-online-services/15-online-tools/
https://ico.org.uk/for-organisations/childrens-code-hub/how-to-use-our-guidance-for-standard-one-best-interests-of-the-child/children-s-code-best-interests-framework/


Step 5: Identify and assess risks

Step 5: Identify and assess risks

We have carefully reviewed our processing and do not think that we carry out any activities that are likely
to pose a significant risk to users. Specifically, we are satisfied, that the processing is not likely to give rise
to any of the following harms:

access to websites offering age-inappropriate content or activities;

financial harm (eg advertising encouraging inappropriate or excessive spending online);

grooming or abuse;

inappropriate sharing of personal information, including via uploading content containing children’s
personal data;

access to inappropriate goods;

discrimination (around price of products);

harassment, bullying, loss of social standing leading to self-esteem and mental health issues;

intrusion into private spaces and associated loss of privacy for the child;

inaccessibility of services or discrimination due to a disability; or

service lock-in ie unfair contractual terms. 

Describe source of risk and nature of potential
impact on individuals.

Include as a minimum an assessment of particular
risks to children as listed in the DPIA standard in the
Children’s Code. You may need to consider separately
for different age groups.

Likelihood
of harm

Severity of
harm

Overall
risk

 Remote,
possible or
probable

Minimal,
significant
or severe

Low,
medium
or high

Personalised advertising that is set to on-by-
default, done without adequate transparency and
safeguards, or is against the best interests of the
child (for example against the CAP code or
Advertising Standards Agency standards) risking
children’s right to protection from economic
exploitation.

1. possible significant medium

Personalised advertising of age-inappropriate
products that risks children’s right to protection
from economic exploitation. Likely to be higher risk

2. possible minimal low
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for younger children.

On-by-default data sharing with other service users
that exposes children to risk of physical or
emotional harm (for example through stalking,
bullying or harrassment) that risks children’s right
to life, survival and development.

3. possible minimal low

Sharing of children's data with third parties for
commercial gain, against the best interests of the
child or without adequate transparency and due
diligence risking children’s right to protection from
economic exploitation.

4. possible minimal low

Online tools for children (and parents, for younger
children) to exercise their data rights that are not
transparent, not specific to the rights they support,
or not provided, and that risk the children’s right to
respect for their views.

5. remote minimal low
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Step 6: Identify measures to reduce risk

Step 6: Identify measures to reduce risk

Identify additional measures you could take to reduce or eliminate risks identified as medium or high risk in
step 5

Risk Options to reduce or
eliminate risk

Effect on
risk

Residual Measure
approved

  Eliminated/
reduced/
accepted

Low/
medium/
high

Yes/no

Personalised advertising
that is set to on-by-default,
done without adequate
transparency and
safeguards, or is against
the best interests of the
child (for example against
the CAP code or Advertising
Standards Agency
standards) risking children’s
right to protection from
economic exploitation.

Profiling activities limited to
email recommendations of
similar products to users
based on user order history
and browsing activities on
our site only.
Marketing newsletters only
accessible to children over
13.
No links to external
marketing.

reduced low yes

Personalised advertising of
age-inappropriate products
that risks children’s right to
protection from economic
exploitation.  Likely to be
higher risk for younger
children.

Ensure all marketing is of
age-appropriate products,
allow products to be
searched by age range.
Website only sells products
from reputable and vetted
suppliers.

reduced low yes

On-by-default data sharing
with other service users
that exposes children to risk
of physical or emotional
harm (for example through
stalking, bullying or
harrassment) that risks
children’s right to life,
survival and development.

Cookies set to off by default
for under 13s, no
geolocation data collected,
privacy high be default.

e-commerce site regularly
updates security.

reduced low yes

Sharing of children's data
with third parties for
commercial gain, against
the best interests of the
child or without adequate

We only collected the
minimum amount of data
needed for process and
fulfil orders, and for limited
internal contextual

reduced low yes
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transparency and due
diligence risking children’s
right to protection from
economic exploitation.

marketing only.
Data shared with trusted
and vetted third parties for
payments, shipping orders,
analytics, and with our
e-commerce site processor.
A cookie consent tool if
offered to users.

Online tools for children
(and parents, for younger
children) to exercise their
data rights that are not
transparent, not specific to
the rights they support, or
not provided, and that risk
the children’s right to
respect for their views.

There is an unsubscribe
button on all newsletters.
"I’m not happy“ link is
available at the bottom of
each web page that links to
a video with information on
what users, including
children, should do if they
encounter problems on the
site, including a prompt to
get help from trusted adult.

reduced low yes
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Step 7: Sign off and record outcomes

Step 7: Sign off and record outcomes

Item Name/position/date Notes

Measures approved by:  Integrate actions back into project
plan, with date and responsibility
for completion.

Residual risks approved by:  If accepting any residual high risk,
consult the ICO before going
ahead.

DPO advice provided:

The level of risk is acceptable -
subject to controls identified

1. 

Confirm accepted controls
have been deployed or will be
prior to processing

2. 

Prior consultation with the ICO
not required.

3. 

A Person DPO should advise on compliance,
step 6 measures and whether
processing can proceed.

Summary of DPO advice:

DPO advice accepted or overruled
by:

 If overruled, you must explain your
reasons.

Comments:

Consultation responses reviewed
by:

 If your decision departs from
individuals’ views, you must explain
your reasons.

Comments:

This DPIA will be kept under
review by:

 The DPO should also review
ongoing compliance with DPIA.

This document is made available on the basis that the user understands that:

they remain fully liable for their own legal and regulatory obligations;

the ICO does not accept any liability for any reliance that might be placed on any feedback, comments
or other input it might provide; and
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providing this sample DPIA does not prevent or limit the ICO’s ability to take any enforcement action or
other regulatory action against companies that might use the sample as the basis for their own DPIA, if
the ICO deems such action is appropriate.
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EXHIBIT B-3 
TO DECLARATION OF EMILY KEANEY, DEPUTY COMMISSIONER OF REGULATORY 

POLICY FOR THE INFORMATION COMMISSIONER’S OFFICE IN SUPPORT OF 
DEFENDANT’S OPPOSITION TO PLAINTIFF’S MOTION FOR PRELIMINARY 

INJUNCTION 
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Introduction
Step 1: Identify the need for a DPIA
Step 2: Describe the processing
Step 3: Consultation process
Step 4: Assess necessity and proportionality
Step 5: Identify and assess risks
Step 6: Identify measures to reduce risk
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Introduction

This document is intended as an example of good practice to help companies creating connected toys for
use by children in the UK. It will help you to understand and apply the ICO’s Children’s code, formally
known as the Age-appropriate design code. It specifically applies to Standard 2 of the code, which relates
to the need for Data Protection Impact Assessments (DPIAs) for Information Society Services (ISS) likely to
be accessed by children (under age 18) in the UK, and Standard 14: Connected toys and tablets. Before
starting to review the DPIA sample, you might find it helpful to read the two standards mentioned above.

The ICO has worked with a connected toy manufacturer to produce the sample, and with the law firm DLA
Piper to draft the text for the DPIA. The product used in this sample is imaginary, and is not intended to
represent an actual product.

This sample DPIA is adapted from the ICO’s DPIA template, and follows the process set out in our DPIA
guidance and the code. You should read it alongside the code and DPIA guidance, and the Criteria for an
acceptable DPIA set out in European guidelines.

The sample DPIA below is a beta version, and is still being reviewed by the ICO for further development.
We welcome recommendations for improvements or other feedback. Please email your comments to
[email protected].

Name of controller: The Toy Company

Subject/title of DPIA: Connected toy
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Step 1: Identify the need for a DPIA

Explain broadly the nature of your online service, and the current stage of design or
development. You may find it helpful to refer or link to other documents. Summarise when and
how you identified the need for a DPIA.

 

We are launching a connected tablet aimed at children between the ages of four and 12. This is a new
version of an established tablet originally launched in 2018 with updated app features. Over 500,000 copies
of the original tablet have been sold in markets in the USA, Europe and Middle East (including the UK), and
Asia.

It is an educational product which enables children to learn how to operate a tablet and develop skills such
as cognitive development, problem solving, creative play, basic maths, reading comprehension, hand eye
coordination and language development. It allows children to take and store photos and videos, browse the
internet, listen to music and watch shows. 

The tablet uses the Google Android OS 10 operating system.

In conjunction with the tablet, we offer our own secure app store to which tablet users can connect and
download age-appropriate apps, games, e-books and other products from a server operated by The Toy
Company. These products are in age appropriate bands of four to five, six to nine, and 10-12 years old.
Children are given a username by their parents at tablet set-up. They connect to the app store through
their tablet using a tab, and are only able to see the products appropriate to their age bracket (with ages

Guidance: Standard 2 of the Children’s code requires Information Society Services* to undertake
a DPIA if they are processing children’s data. Therefore, it may be useful to reference the Children’s
code requirement in step 1. See Standard 2 of the Children’s code  - DPIAs:

“Undertake a DPIA to assess and mitigate risks to the rights and freedoms of children who are
likely to access your service, which arise from your data processing. Take into account differing
ages, capacities and development needs and ensure that your DPIA builds in compliance with this
code.”

Similarly, as this DPIA focuses on a connected toy, it would be useful to reference in this section
how you will conform with Standard 14 of the code - Connected toys and tablets:

“If you provide a connected toy or tablet, ensure you include effective tools to enable conformance
to this code”.

*An Information Society Service is defined as “any services normally provided for remuneration, at
a distance, by electronic means and at the individual request of a recipient of services.” You can
see the Services covered by this code for more information on whether you may be in scope of the
Children’s code.
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input by parents through the parental control screens). Children select the items that they want. If the item
is free, they can download the app immediately to the tablet. If the app has a fee, their request triggers an
email to their parents, who either confirm or reject the purchase. In the event of rejection, the children are
shown an age-appropriate message advising them that the download has been rejected and to discuss their
download request with their parents.

Parents are required to accept terms and conditions for the app store before it can be used by their
children, and create an account for themselves and their children to use. Parents need to provide first
name, last name, email address, username and password to create an account. They are able to associate
a separate username and password to each child that they want to access the app store through the tablet.

 

Use of the app store is restricted to The Toy Company products only.

Our website does not feature content aimed at children above the age of 12.

Access to Google Play store is turned off-by-default.  Access may be enabled through the parental control
screen. When parents set up the system they have the option of changing these settings permanently or
enabling on a case-by-case basis.

Key features of the tablet include:

a touchable interactive screen, microphone, camera with funny filters, MP3 player, web browser,
calendar, clock and alarm;

a series of built-in age-appropriate apps for gaming and learning, video recording, playback and editing;

the ability to add apps, e-books, videos and music from our own website or the Google App Store.
(Where a fee is charged for content, only parents may purchase apps etc. Purchases are made through
the parental control dashboard);

the ability to take and store photographs using a proprietary app with the photo stored on the tablet
only. (Access to cloud based storage is turned off-by-default. Parents may turn on when they set up the

Helpful hint: attach copies of all relevant privacy notices and terms and conditions documents for your
tablet and any core applications that may have separate policies or terms to the core devise.

Guidance: The Children’s code offers guidance to ISS on how to offer age appropriate online
services to children. See Standard 3 of the AADC – Age appropriate application for further
information:

“Take a risk-based approach to recognising the age of individual users and ensure you effectively
apply the standards in this code to child users. Either establish age with a level of certainty that is
appropriate to the risks to the rights and freedoms of children that arise from your data processing,
or apply the standards in this code to all your users instead.”

You might also find it helpful to review Annex B of the AADC -  Age and developmental stages.

17 September 2021 - 0.0.16 4

Case 5:22-cv-08861-BLF   Document 51-4   Filed 04/21/23   Page 105 of 220

https://ico.org.uk/for-organisations/guide-to-data-protection/ico-codes-of-practice/age-appropriate-design-a-code-of-practice-for-online-services/3-age-appropriate-application/
https://ico.org.uk/for-organisations/guide-to-data-protection/ico-codes-of-practice/age-appropriate-design-a-code-of-practice-for-online-services/annex-b-age-and-developmental-stages/


system for their child);

the ability to create and store artwork using a proprietary app with the work stored on the tablet only;
and

the ability to browse the web.

 

The toy is sold through online and in-shop retailers. We do not sell or deliver the tablets directly to
customers. Although, we do sell downloadable content (eg apps, videos and music) for the tablet through
our app store website. Apps may also be purchased through Google App Store if parents enable this feature
through the product set-up stage.

We collect and process children’s personal data through in-house platform analytics and technical
monitoring of children’s use of the toy. The tablet collects the game-play data from the children. We use
this to provide the appropriate game level and challenges for children of different ages, and to guide the
development of new features and services. We anonymise the data we collect for research and
development purposes before use, and we analyse it to identify improvements to the apps and tablet. We
do not share this data beyond the company.

Our tablet and apps support different age ranges: four to five, six to nine and 10 to 12. There are different
settings available to different age groups if the tablet has multiple users. Games, music, and videos that
feature a seven plus PEGI rating are only available to the 10 to 12 age groups.

When the tablet is launched, it asks parents to enter the date of birth for their children. Subsequent tablet
launches asks children to log into their profile to ensure that the correct content is available for each
individual child. In this way, each user of the tablet can only access their own content and data.

Users can access content from multiple curriculums and levels appropriate for the various age ranges. As
the child plays one of our apps, the age range selection and details of the content and curriculum
previously accessed are sent to our server. The server can then guide the child to the correct level based on
previous progress. We do not retain or analyse data on external apps downloaded to the tablet. 

We have identified the need for a DPIA because we will be collecting and processing children’s personal
data through platform analytics and technical monitoring of children’s use of the toy. This processing is
included in the list published by the UK Information Commissioner’s Office under Article 35(4) of the GDPR.

Helpful hint: Provide further details on each pre-installed app that provides core functionality for the
tablet (ie is used by default) within the DPIA. Include details for each app in each section of the DPIA
below.

Helpful hint: You can see the ICO’s guidance on what activities are considered likely to result in a high
risk and need a DPIA. You should also review the Children’s code harms framework. The framework is a
flexible tool for identifying data-related risks to children that you need to consider when completing
your DPIA. Its aim is to support online services to place children’s best interests at the heart of their
services.

17 September 2021 - 0.0.16 5

Case 5:22-cv-08861-BLF   Document 51-4   Filed 04/21/23   Page 106 of 220

https://ico.org.uk/for-organisations/guide-to-data-protection/guide-to-the-general-data-protection-regulation-gdpr/data-protection-impact-assessments-dpias/when-do-we-need-to-do-a-dpia/#when3
https://ico.org.uk/about-the-ico/news-and-events/events-and-webinars/applying-the-children-s-code-managing-data-enabled-risks-to-children-online/


Step 2: Describe the processing

Describe the nature of the processing: how will you collect, use, store and delete data? What are the
sources of the data? Will you be sharing data with anyone? You might find it useful to refer to a flow
diagram or other way of describing data flows. What types of processing identified as likely high risk are
involved? Does your service involve any profiling, automated decision-making, or geolocation elements?
What are your plans (if any) for age-assurance? What are your plans (if any) for parental controls?

How we collect data and sources of data

 

For completeness, we have summarised below all (ie children and adults’) personal data collection and
usage. However, the personal data we process relating to children specifically is generally:

photographs and videos taken by child users;

game playing telemetry (see below for more information);

IP address for the tablet;

child’s date of birth;

browsing history and tablet identifiers; and

a Google account, which parents need to create if Google Play is used. This involves creating a user
name, and providing first and last name, birthday (for age verification), gender, and phone number.

 

We collect personal data in the following ways:

Direct interactions with users. For example, when:

purchases are made of apps or content through our website or online app store;

parents register and create profiles for their children;

parents create a parental control dashboard;

customers contact us with a question or issue;

Helpful hint: You may find it helpful to consult your privacy notice or Record of Processing Activities
(ROPA) which may contain some of the information required for this section. You might also find it
helpful to see the ICO’s guidance on ROPAs.

Guidance: Data minimisation helps you protect your users by collecting only the minimum amount
of personal data you need to provide your services. See Standard 8 of the Code – Data
minimisation for help in how to meet this standard and give children  choices over which elements
of their data they wish to activate.
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parents sign up for marketing emails;

we carry out market research with customers.

Users interacting with our apps and tablet. For example, when:

age ranges are selected and content accessed and games played;

through platform analytics tools;

through game-play data.

From third parties, ie from our third party analytics service provider (see details below).

How we use data

For sales of apps, content etc through our proprietary app store, and to provide our services including
sending service emails.

For financial administration and invoicing.

To provide customer accounts to enable the use of our services.

To manage our relationship with customers (eg responding to questions, complaints, asking users to
take a survey).

To monitor children’s use of the tablet and apps and to produce reports for parents to give parents
visibility over their children’s use.

To send e-newsletters to customers (parents only) who have opted in to receive.

To administer and protect our business and website and platform (eg system maintenance and support,
fixing problems, hosting of data).

To deliver website and platform content.

To carry out data analytics to improve our website and platform, products, customer experience on our
website and platform.

To carry out market research.

To verify user identify and provide a secure platform.

To comply with regulatory or legal obligations.

Our main use of personal data is to process and fulfil orders made on the website or app store, provide the
apps, and deal with customer enquiries. In addition, we carry out limited marketing activity by an
e-newsletter which parents (not children) may sign up for. All our e-newsletters have an unsubscribe link
and we action all opt-outs. We do not carry out any behavioural or targeted advertising.

We also carry out platform analytics and technical monitoring of children’s use of the tablet. We collect and
analyse user-generated game playing relating to game development and research. The data we collect
includes user interactions with games, location within the game and physical movements, in game
purchases, and player interaction with other users. We use this data to provide the appropriate game level
and challenges for children of different ages and to develop new features and services. Where we collect
analytics data through cookies or similar technologies, this is subject to obtaining the prior consent of
parents by a pop-up when they carry out the initial product set-up.

We process children’s game playing and tablet use telemetry data for use with the parental dashboard that
monitors children’s tablet use. The data used to inform the parental dashboards and controls is processed
on the device, and not shared with the company.
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Cookies

 

Our website and apps use cookies if enabled through the parental control settings.

We have put in place a cookie consent tool which explains the cookies used and requests consent to these.
We also have a cookie policy which explains in more detail the types of cookies used and the purposes for
which they are used. The consent tool is available at the point of website entry and when configuring the
tablet and downloading apps. It collects consent from adult, not child, users.

We use essential cookies, which are not subject to the consent requirement, for the following purposes.
These are first party cookies set within individual apps and the cookies’ access is restricted by the
corresponding app only.

The website uses basic cookies or similar technologies for:

account authentication;

tracking user input for functions of the service (eg shopping cart);

security and fraud prevention;

load balancing;

preference cookies for the cookie consent tool; and

analytics (as described above).

We use third party cookies, subject to consent being given, for the following purposes:

distinguishing between humans and bots;

identifying tablet and app used to access YouTube Kids and Google App Store. This includes IP address,
unique application numbers, unique identifiers for language and other settings;

registering unique IDs to track returning tablets;

tracking what YouTube Kids videos have been watched to inform content recommendations; and

storing video player preferences for YouTube Kids videos.

We do not use the geolocation data gathered by third-party cookies. However, for some products, we select
some YouTube Kids videos and embed the links into apps available on the toy. Activation of YouTube Kids
requires parental consent and parents may add more YouTube Kids videos through the parental control
features. Children are not able to independently upload YouTube videos.

When a user clicks on an external link (eg You Tube Kids), a pop-up warns that they are leaving our
service. It states: “Your personal data will be processed by the third-party site according to their own
privacy policies.” A link to the appropriate social media privacy notice is included in the pop-up.

Parents are able to use the controls to enable cookies for all websites accessed on the browser (this is

Helpful hint: You might find it helpful to consult your cookies policy or the cookies section of your
privacy policy to assist you in completing information about cookies. See our guidance on cookies.
Attach a copy of your cookies policy with the DPIA.
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available on an all-websites basis only, not on a per-website basis). Parents must enter a passcode to
access the mode which enables them to manage cookies.

 

Storage and deletion

We are based in the UK and customer data is stored in the UK. The website which supports the tablet
makes use of Amazon Web Services and is hosted in the USA (see International Transfers section below on
how EU SCCs are used). We have a retention schedule which specifies storage periods for the various
processing activities and data categories listed in this DPIA. These reflect relevant legal requirements and
limitation periods applicable to contractual claims. Once retention periods have expired, we securely delete
data and keep a log of deletions.

 

Data sharing

For information:  Article 26 of the UK GDPR states: “Where two or more controllers jointly determine
the purposes and mean of processing, they shall be joint controllers. They shall in a transparent
manner determine their responsibilities for compliance with the obligations under this Regulation.”  

This sample DPIA does not go into detail on the measures The Toy Company should take to determine
the purpose and means of processing for any joint controllers. For example, social media sites, data
analytics providers. If you are using third party services that are likely to process personal data, you
should talk with them about whether the processing relationship is joint controllership or a controller–
processor relationship.

In this sample DPIA, for apps that are pre-installed on the tablet, joint controllership would likely
depend on whether the user has a choice around using that app or not. With Google Play and  YouTube
Kids and the bundled services, the processing is defined partly by the manufacturer choosing that
model for the core functioning of the tablet. They have also enabled the processing of personal data by
Google.

It is recommended that ISS consult with their Data Protection Officer and any joint controllers for
details of how to explain joint controller processing in their DPIA. 

Helpful hint: See our guidance on storage limitation and data retention. Attach a copy of your records
management policies with the DPIA.

Guidance: Data sharing usually means disclosing personal data to third parties outside your
organisation, or to different parts of the same organisation. This DPIA outlines how children’s and
parents’ data may be shared within the Toy Company and with external third parties. Standard 9 of
the code – Data sharing advises:
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When parents set up an account, they are informed about how data is shared within the wider company
group through the privacy notice.

We use a third party payment services provider to provide the payment function for parents on the
website and our app store. This payment services provider acts as a separate data controller and we do not
store payment card data. We make clear in our privacy policy that the payment service provider operates
subject to its own privacy policy and we tell users to refer to this for details of its processing. We provide a
link to the provider’s privacy notice.  

 

We use a hosting provider to host our website. The provider acts as our processor and we have entered
into Article 28(3) terms with them. 

We use a fraud prevention service which provides us with risk scores to help us avoid fraudulent
transactions.  This service is provided by a third party which acts as an independent controller. To make use
of this service, we transfer certain personal data to the provider (ie names, phone number, billing and
delivery addresses, email address, IP address of parents). This processing is explained in our privacy policy
with a link to the provider’s own policy.

We use a third party analytics provider on our website and platform. This is so that we can check the
quality and effectiveness of our service and ensure it meets the needs of the user. Our analytics provider
collects data related to the user’s tablet or browser, a portion of IP address, and on-site activities to
measure and report statistics about user interactions on our website and platform. It uses cookies to
measure user interactions with our website and  platform, and IP addresses  to provide and protect the
security of the service. The provider processes this information on our behalf and uses it to prepare reports
for us about how our visitors engage with our website. These reports don't identify the users - they are
aggregated information about all our users.

We may share users data with regulatory or law enforcement agencies to meet our legal or regulatory
obligations.

Our analytics provider doesn't use any of this information for their own purposes - they act as our
processor and only operate on our instruction. This processing is carried out in the EU.

Our cookies policy provides more information about our use of cookies for analytics purposes. Users can
opt-in using our cookie control (see cookies section below), and can change their mind at any time.

“Do not disclose children’s data unless you can demonstrate a compelling reason to do so, taking
account of the best interests of the child.”

Helpful hint: You should attach details of the due diligence you carry out when appointing your
payment service provider with the DPIA. See our guidance on processor due diligence checks.

For information: Some data analytics providers may function as processors and fall within scope of
Article 28(3) of the UK GDPR. However, some analytics providers will be joint controllers as a result of
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We use a third-party call centre to provide our customer helpline (for UK and Rep of Ireland users, the call
centre is based in the UK). We also use a direct marketing agency and email services agency (both UK
based) that send out emails on our behalf and manage our CRM.  All three act as processors and we have
entered into Article 28(3) terms with them. 

We also share data with our auditors and other professional advisors that act as independent
controllers.

Profiling

We collect and analyse user-generated game playing relating to game development and research.

Data we collect includes user interactions with games, location within the game and physical movements,
in-game purchases, and player interaction with other users. We use this data to adjust the overall difficulty
of the game to provide the appropriate game level and challenges for children of different ages, and to
develop new features and services.

the way in which personal data is processed. Where this is the case, the service provider should enter
Article 26 terms with them as joint controllers. It is for the service provider to determine the nature of
the relationship between it and analytics provider.

Helpful hint: Indicate in your DPIA which third parties are also independent controllers. Insert a link to
their privacy notices signposting readers to relevant further information.

Guidance: Profiling is defined under Article 4 UK GDPR as: “any form of automated processing of
personal data consisting of the use of personal data to evaluate certain aspects relating to a natural
person, in particular to analyse or predict aspects concerning that natural person’s performance at
work, economic situation, health, personal preferences, interests, reliability, behaviour location or
movements”

The Guidelines on Automated individual decision-making and Profiling for the purposes of
Regulation 2016/679 state:

“Broadly speaking, profiling means gathering information about an individual (or group of
individuals) and evaluating their characteristics or behaviour patterns in order to place them into a
certain category or group, in particular to analyse and/or make predictions about, for example,
their:

ability to perform a task;

interests; or

likely behaviour.”

See Standard 12 of the code – Profiling for guidance on what you should do if you include profiling
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We recognise that profiling is taking place when game-play data is collected from a child and an automated
decision is made about which level should be served to the child based upon this game-play analysis.
Where this type of profiling occurs, the profiling relates to the child’s ability to perform a task. In this case
and when the game does not relate to improving the educational development of the child, profiling is
switched off-by-default. Parents receive a message during account setup explaining the use of profiling for
game-play analysis and are given the option to turn profiling on for this use only.

Where the purpose is to increase the knowledge of the child, the game requires this profiling in order to
both place the child at the right level and to ensure the child continues in their educational journey. This
type of profiling is core to the purposes of the educational game, so profiling is not turned off by default in
these circumstances.

We do not profile users for marketing purposes.

Parental controls

 The tablet features a number of parental controls. There is a parent’s dashboard that allows parents to set
controls on their children’s use of the system and monitor use. The dashboard allows parents to:

monitor which games, videos, music and books children are downloading;

manage app settings, add or remove apps, and set restrictions on children’s access to the play store;

set time usage limits;

control content and access to the web browser; and

manage tablet settings.

Key use statistics are collected with weekly and monthly reports available to show parents how the tablet is
being used, and the time spent on the tablet against the different apps.

of children as part of your service:

“Switch options which use profiling ‘off’ by default (unless you can demonstrate a compelling
reason for profiling to be on by default, taking account of the best interests of the child). Only allow
profiling if you have appropriate measures in place to protect the child from any harmful effects (in
particular, being fed content that is detrimental to their health or wellbeing).”

Guidance: For the purposes of the Children’s Code, Standard 11 refers to how you make it clear to
the child if parental controls are in place and if they are being tracked or monitored:

“If you provide parental controls, give the child age appropriate information about this. If your
online service allows a parent or carer to monitor their child’s online activity or track their location,
provide an obvious sign to the child when they are being monitored.”
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When parents create their parental control dashboard, they are required to tick a box showing that they
have read a message concerning children’s rights to privacy under the UNCRC, UK GDPR and DPA. A
downloadable resource is also available to help parents explain the service to their child and discuss privacy
with them.

The system allows children to actively see when parental controls are in place. Age-appropriate messages
are delivered to the child through a pop-up window to let the child know when parental time control limits
have been activated or limits reached. A pop-up is shown which reads "Parent time controls are active," or
“Sorry, you can't play just now. You have reached your parental time control limit.” Further messages are
displayed when parental controls are used to restrict access to apps, with a pop up showing “Sorry, you
can’t play just now. Parent app controls are active.” Similar reminder messages are shown when the tablet
is switched on if controls are active, along with a  link to more detailed information. All pop-up messages
are displayed in writing and using audio messages.

Where the initial product set up identifies that the child is aged 10 plus, a short film is launched as a
pop-up when they first engage the service. A text download is also available for the child to use
independently. These explain the service and discuss privacy rights.

Non-essential cookies are disabled on the tablet. Parents are able to use the controls to enable cookies for
all websites accessed on the browser (this is available on an all-websites basis only, not on a per-website
basis). Parents must enter a passcode to access the mode which enables them to manage cookies.  

Privacy settings are set at high-by-default, within the apps themselves, for curated content available on the
tablet, and on the browser which children may use to access websites. If a parent makes any changes to
the settings, the settings revert to high-by-default at the next use unless the parents confirm that they
want the settings to remain at lower privacy settings.  An age-appropriate explanation of the parental
control features is provided when the child first uses the system, or when they turn 10.This encourages
discussion with parents about a child’s right to be informed and contributes to decisions on their online
privacy

Age assurance

All apps available on our website and app store and all content on our website are designed for children
aged 12 and under. As the toy is designed for children’s use only, all users receive basic protections in how
their personal data is used by default.  

The system follows the principles outlined in the ICO’s Age appropriate design code:

Provide high privacy settings for child users by default.                

Geolocation and profiling should be off-by-default.

Don’t serve children content deemed detrimental to their health and wellbeing.

Guidance: Privacy settings are a practical way for you to offer children a choice over how their
personal data is used and protected. For advice on how to set privacy settings as high-by-default,
see Standard 7 of the code – Default settings.
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Parents are required to set up and configure the tablet as explained in the section above, including
inputting the age of the children using the tablet. Parents are also required to provide their own name and
email address. Children are unable to change the age information or privacy settings once set by their
parents. Children are only able to access app download content appropriate for their age.

Information collected during the set up for age assurance is not used for targeting advertising at children.
We may, however, use age information to ensure that content in our e-newsletters for parents are
appropriate for their children’s age. This includes contextual advertising for other toys we may offer.
E-newsletters are not sent to children, and are only sent to parents if they have given their consent.

Parents confirm the age of their children at account set-up and provide a child username and password. As
the content available to children is appropriate for their age, we are confident in the age assurance
measures we use and do not seek additional age information.

Security measures

 

We use the following security measures on our website and apps:

We undertake an analysis of the risks presented by our processing, and use this to assess the
appropriate level of security we need to put in place.

We keep our software up-to-date.

We require users who create an account to use a strong password with numbers, capital letters and
other characters, and which must be at least 10 characters long.

We use encryption or pseudonymisation or both where it is appropriate to do so.

We use SSL protection on our login pages.

We use a Captcha function on our “contact us” page.

We use a market-leading, reputable web hosting company.

We ensure that any data processor we use also implements appropriate technical and organisational
measures.

We have a policy of regularly deleting any files, databases, or applications from our website that are no
longer in use.

We regularly back up all data.

We run regular web security scans to check for website and server vulnerabilities.

We use a fraud prevention service for purchases made on our website and app store.

We conduct regular testing and reviews of our measures to ensure they remain effective, and act on the
results if they highlight areas for improvement.

 

Helpful hint: You might find it helpful to consult your information or data security policy to assist you
in providing information about security measures. You can see more information in our guidance on
security
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Describe the scope of the processing: what is the nature of the data, and does it include special
category or criminal offence data? How much data will you be collecting and using? How often? How long
will you keep it? How many individuals are affected? What geographical area does it cover?

Data processed

Identity data: names, username and password, title, year of birth (for children), age, gender (not
mandatory), country of residence.

Contact data: billing address, email address, phone number.

Financial data: payment card details (processed by a third party payment services provider and not
stored by us or our website and app store).

Transaction data: details of apps purchased, amounts, dates etc.

Technical data: IP address, login data, browser type and version, time zone setting and location,
browser plug-in types and versions, operating system and platform, user agent string, browser type,
monitor size, surfing behaviour, location, browser language, name and URL of the requested file, the
website through which access is granted (referrer URL).

Usage data: information about how users use our website, products and services.

Marketing and communications data: record of users’ preferences in receiving marketing from us,
delivery dates and notion of connected tablet, feedback, questions, complaints and survey responses.

Special categories of personal data

We do not process any special category personal data.

Volume of personal data

We currently have around one million children using this service globally.

Retention of data

We have a retention schedule which specifies storage periods for categories of data which reflect relevant
legal requirements and limitation periods applicable to contractual claims. Once retention periods have
expired, we securely delete data and log deletions.

Geographical area

The data subjects whose data we process are located in the UK and worldwide.

 

 

Describe the context of the processing: what is the nature of your service? Are you designing it for
children? If not, are children under 18 likely to access it anyway? What is the likely age range of your
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users? How much control will they have? Would they understand and expect you to use their data in this
way? Does your service use any nudge techniques? Are there prior concerns over similar services or
particular security flaws? Is your service novel in any way? What is the current state of technology in this
area? Are there any current issues of public concern that you should factor in, particularly over online risks
to children? Are there any relevant industry standards, codes of practice or public guidance in this area?
What responsibilities do you have under the applicable equality legislation for England, Scotland, Wales and
Northern Ireland? Is there any relevant guidance or research on the development needs, wellbeing or
capacity of children in the relevant age range? Are you signed up to any approved code of conduct or
certification scheme (once any have been approved)?

Nature of service and users

Our service is a connected tablet aimed at children between the ages of four and 12. This is a new version
of an established tablet with updated app features. The tablet is an educational product which enables
children to take and store photos and videos, browse the internet, listen to music and watch shows. The
tablet uses the Google Android OS 10 operating system.

In conjunction with the tablet, we offer a secure app store to which tablet users can connect and download
age-appropriate apps, games, e-books and other products.

User or parental control

The apps and content that children can access is controlled by their parents and simple age-appropriate
information is provided to the child users to let them know about this. Pop-ups are shown if time controls
are active, as well as if access to certain apps is restricted. All pop-up messages are displayed in writing
and using audio messages.

See the ‘Parental controls’ section for more information.

Users’ expectations         

Our main uses of personal data are to process and fulfil orders made on the website and app store, provide
the apps, and deal with customer enquiries. In addition, we carry out limited marketing activity by
e-newsletter which parents (not children) may sign up for. E-newsletters share contextual advertisements
about new or popular products with parents. All e-newsletters have an unsubscribe link and all opt-outs are
actioned and respected. We have a policy of never contacting the children themselves.

We also carry out platform analytics and technical monitoring of children’s use of the tablet. We use this
data to provide the appropriate game levels and challenges for children of different ages and to develop
new features and services. Where we collect analytics data through cookies or similar technologies, this is
subject to obtaining the prior consent of parents through a pop-up when they carry out the initial product
set-up.

We consider that the above processing will be in line with users’ expectations.  We have clearly explained it
in our privacy policy which is available at all relevant touchpoints (on our website, on our app store and
when purchasing or downloading apps and other content). We provide privacy information to children in
both age-appropriate text and video formats.
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Our service is not novel and is in line with the current state of technology within the relevant market place.
The only code of practice we are aware of which is applicable to our product is the ICO’s Age-appropriate
design code. We have taken this into account in the design of our product and processes which involve the
use of personal data.

 

 

Describe the purposes of the processing: what do you want to achieve with your service? What is the
intended effect on individuals? What are the benefits of the processing – for you, and more broadly? What
are the specific intended benefits for children?                           

Aim of our service

Our aim is to offer a connected tablet for children between the ages of four and 12, which is educational.
The tablet enables customers to provide their children with a safe and age-appropriate way to use
technology and explore the internet. The specific purposes for which we process personal data are set out
in step 2 under the heading ‘How we use data’.

Intended effect on individuals

The intended effect on individuals is to enable parents to provide their children with, and to enable children
to enjoy, an age-appropriate tablet. The features and controls make the tablet safe for children to use,
rather than having to use a tablet designed for adults. We aim to create trust in our brand to increase our
market share and drive sales of apps and content through our website and app store.  

Benefits of the processing

The benefits of the processing are (for us) that it enables us to run our business, market our products and
increase our sales. The processing benefits customers in that it enables children to access online content in
a safe and controlled way, and to enjoy educational apps and content specifically designed for their age
group. Adults can also benefit from e-newsletters (subject to consent) which inform them about our
products and services that they may be interested in.

Guidance: The Information Commissioner is required to take into account the UK’s obligations
under the UNCRC in drafting this code. All the standards of the code relate to the best interest
standard. See Standard 1 - Best interest of the child, which states:

“The best interests of the child should be a primary consideration when you design and develop
online services likely to be accessed by a child.”

In order to implement this standard you need to consider the needs of child users and work out
how you can best support those needs in the design of your online service, when you process their
personal data.
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Step 3: Consultation process

Consider how to consult with relevant stakeholders: describe when and how you will seek individuals’
views - and specifically how you will seek the views of children and parents – or justify why it’s not possible
to do so. Who else do you need to involve within your organisation? Do you need to ask your processors to
assist? Do you plan to consult experts in children’s rights and developmental needs? If not, why not? Do
you plan to consult any other experts?

We have conducted product testing of the tablet and consultation with a children’s panel group to help in
the product development process.

We also consulted with parents and guardians through a feedback questionnaire which included questions
on product functionality, website usability and services, and privacy. The consultation was conducted online
with parents or guardians whose children are registered to use our products.

We have not consulted directly with experts on children’s rights, but keep up-to-date on policy in their area
through briefings delivered by our representative bodies, including the British Toy and Hobby Association.

We note that where we have identified residual risks, we are satisfied that they are limited and appropriate
measures are in place to mitigate potential harm (see step 5).
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Step 4: Assess necessity and proportionality

Describe compliance and proportionality measures, in particular: what is your lawful basis for
processing? Does the processing actually achieve your purpose? Is there another way to achieve the same
outcome? How will you prevent function creep? How will you ensure data quality and data minimisation? If
you use AI, how will you avoid bias and explain its use? What information will you give individuals? How will
you help to support their rights? What measures do you take to ensure processors comply? How do you
safeguard any international transfers.

Lawful bases for processing

Performance of a contract with the data subject (Article 6(1)(b)UK GDPR): where processing is
necessary to fulfil a product order (including creating an account, selecting and paying for products,
sending products to customers online); provision of after-sales service; and sending service emails.

Legitimate interests (Article 6(1)(f) UK GDPR): processing of personal data connected with strictly
necessary cookies (security cookies and functionality to enable a service requested by the user);
corresponding with customers in response to enquiries; processing of data for fraud prevention and data
security purposes; carrying out customer consultations, surveys or market research; administration and
protection of the business and website; and platform analytics and monitoring where data is not derived
from cookies or similar technologies. We have carried out legitimate interests assessments for all
processing activities carried out on this basis.

Consent (Article 6(1)(a) UK GDPR: processing connected with sending e-newsletters where a person has
opted in to receiving them; and processing personal data in connection with functional, analytics or
marketing cookies.

Necessity and proportionality

We consider that our processing achieves the purposes set out in step 3 and does not go beyond what is
reasonably necessary to achieve these purposes.

To ensure there is no function creep, we only use data for the limited purposes explained in this DPIA.

We ensure data minimisation and proportionality by only asking for data that we need for a current
specified purpose.

Guidance: See Annex C of the code – Lawful basis for processing for guidance on how to
determine the lawful basis you can use when processing personal data.

Guidance: You should be clear, open and honest with your users about what they can expect when
they access your online service. Standard 4 of the code – Transparency – sets out what the ICO will be
looking for:

“The privacy information you provide to users, and other published terms, policies and community
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Transparency and data subject rights

Adults are given information about our processing through our privacy policy which they are asked to
review when they create an account, download apps, and when they configure the tablet for first use. The
privacy policy is also accessible from our website footer. Our cookie policy contains information about
cookies used on our website and apps. This is accessible through our cookie consent tool and from our
website footer. 

In addition to the privacy policy which is aimed at adults, we also provide privacy information to children in
both age-appropriate text and video formats.

We explain about individuals’ rights in our privacy policy and include an email address which individuals can
use to contact us with any questions about their rights and how to exercise them. Our team members that
deal with queries on data protection matters and requests to exercise data subject rights have received
basic training on dealing with requests, including data protection and child safety training. From 2021 staff
will also receive training in child data protection guidance produced by the ICO and the FTC.

Processors                                 

We use a web hosting service, an analytics service provider, an outsourced call centre, a direct marketing
agency and an email services agency/ CRM provider. They all act as processors. We have entered into
Article 28(3) GDPR terms with each of these third parties and also carried out appropriate security risk
assessments. The Article 28 agreements include a contractual obligation for the processor to use EU SCCs
and undertake a risk assessment if or when they engage the services of a sub-processor who is transferring
data to a third country.

International transfers

Transfers of data are made in connection with sharing personal data with our hosting provider and analytics
service provider described in step 2. We have entered into EU Standard Contractual Clauses with these
third parties. We also transfer personal data to our group companies, including those in the US, Hong Kong
and China. These transfers are made subject to an intra-group agreement which incorporates the EU
Standard Contractual Clauses. We have carried out appropriate transfer impact assessments to ensure  that
the level of protection of personal data when transferred internationally is essentially equivalent to the
GDPR or equivalent appropriate safeguards existing in the relevant third countries. In situations where the
level of protection is not essentially equivalent, we have put in place effective supplementary measures, to
ensure an essentially equivalent level of protection.

 

standards, must be concise, prominent, and in clear language suited to the age of the child. Provide
additional specific ‘bite-sized’ explanations about how you use personal data at the point that use is
activated.”

See the Children’s code design guidance  for support and good practice examples on how to incorporate
transparency by design.
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Describe how you comply with the Age-appropriate design code: what specific measures have you
taken to meet each of the standards in the code?

Best interests of the child: We have taken into account the interests and rights of the children that use
our tablet. These are reflected in the various controls with have put in place which are described in this
DPIA; the age appropriate privacy explanations; our policy of never contacting children; and our limited
collection and use of their personal data.  All the content available to children is age-appropriate and is
designed to support their learning, development and leisure in a safe environment. The role of parents in
protecting their children is recognised and supported through the parental dashboard.

Data protection impact assessments: We have completed this DPIA which covers all processing
activities carried out in connection with our processing of customer (both adult and child) data. We keep
this DPIA under review and are aware of the need to update it if we make any changes to our processing of
customer personal data. We make the up-to-date version of this DPIA available on our website and refer to
it in our privacy policy.

Age-appropriate application: The key aim of our tablet and the games and content we offer in
connection with it is that it is age-appropriate, and we have focussed on this throughout the design
process. The tablet and apps support different age ranges: three to four, five to seven, and eight to 11.
When the app is launched, the tablet asks the parent to select the age ranges for their children.
Subsequent tablet launches asks the child to log into their profile to ensure the correct content is available
for that particular child.

Users can access content from multiple curriculums and levels appropriate for their age range. As the child
plays one of our apps the age range selection and details of the content and curriculum previously accessed
are sent to our server.  The server can then guide the child to the correct level based on previous progress.

Privacy information is provided to children in age-appropriate text and video formats. This includes if a child
is using the tablet when parental controls are in effect, and the child tries to do something which has not
been permitted by the parent. For example.  access content and apps, or exceed time limits . In these
cases the children see and hear a simple message explaining that they cannot do that particular thing
because parental controls are active.

Transparency: We provide a privacy policy and cookie policy explaining how we use personal data and
how cookies are used on our website and apps. As set out above, we provide separate age-appropriate
privacy information for children. Our terms and conditions are also written in clear and easy to understand
language.

Detrimental use of data: We do not use personal data in any way which could be detrimental to a child’s
or any other person’s well-being.

Policies and community standards: We follow our terms and conditions and privacy policy and only use
data in accordance with these documents.

Guidance: When you set community rules and conditions of use for users of your service, you
need to actively uphold or enforce those rules and conditions. Standard 6 of the code – Policies and
community standards confirms that your own published terms, policies and community standards
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Default settings:  Privacy settings for our tablet and apps are at high-by-default. We do not use profiling
with our core services. Geolocation is set as off-by-default. Changes to the settings can only be made
through the parental controls.

Data minimisation: We only collect and process the minimum amount of personal data we need for the
purposes for which we are processing the personal data. Parents have the choice about whether to allow
access to Google Play and YouTube Kids. Data can only be collected and shared by these third-party apps if
parents allow access through the parental control screens. Users have a choice over whether to accept
cookies and to sign up for our e-newsletter. Privacy settings on the tablet and our apps are set at high-by-
default.

Data sharing: Data we share with the third parties is described under the heading ‘Data sharing’ in step 2.
Privacy is set as high-by-default, which limits the amount of children’s data that we collect. Parents can
choose not to allow third-party apps such as Google App Store and YouTube Kids.

Some data is shared with other parts of the company to support business purposes, research purposes and
legal and regulatory obligations.

Geolocation: We do not collect or use any geolocation data.

Parental controls: The tablet features a number of parental controls. These are explained in detail under
the heading ‘Parental controls’ in step 2.

Profiling: Profiling is off-by-default except where analysis of game-play data in educational games serves
the purpose of increasing the knowledge of the child. We believe that educational games require  profiling
in order to both place the child at the right level and to ensure the child continues in their educational
journey. Parents are offered the option of turning game-play profiling for non-educational games on at the
set-up stage. We provide an explanation of the profiling to parents at this stage to support their choice.

We do not profile for marketing purposes.

Nudge techniques: We do not use nudge techniques to encourage children to change privacy settings,
download content or make purchases.

Connected toys and tablets: We make clear in our privacy policy who is collecting and processing

include, but are not limited to, privacy policies, age restriction, behaviour rules and content policies
or standards you adhere to (eg PEGI ratings).

Guidance: Nudge techniques are design features which lead or encourage users to follow the
designer’s preferred paths in the user’s decision-making. The code states that ISS should not use
nudge techniques to lead or encourage children to provide unnecessary personal data or turn off
privacy protections. See Standard 13 of the code – Nudge techniques
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personal data. We provide clear information about our use of personal data at the point of purchase of apps
and content and when parents first set up the tablet. We also make use of “just-in-time” information (eg
when informing children that parental controls are active). We have designed our product around the
potential for use by different aged children (see the section ‘Age appropriate application’).  Each child who
uses the tablet has their own profile which ensures that they are presented with the current content when
using the tablet. Our passive collection of personal data is limited to game-play information which we use
for the purposes of providing the appropriate game level and challenges for children of different ages and
to develop new features and services. Where our apps allow children to take and store photographs or
videos, these are stored on the tablet only.

We provide clear information on the product packaging and in the set up instruction booklet indicating that
the product processes personal data at the point of sale and during the tablet set-up stage. The tablet
features a clear icon that the product is ‘connected’.

Privacy notices, terms and conditions and the operating manual are available through our website without
having to purchase and set up the tablet first. This allows parents to make an informed decision about
whether or not to buy the tablet.

Online tools: All marketing emails contain an unsubscribe link. Users who have registered for an account
also have the option to delete their account at any time (subject to limited data retention in line with our
retention policy). Icons are used to guide children who need help with any content they find online. Clicking
the link will report the issue to the company and the parents for resolution.

Guidance: Online tools are mechanisms to help children exercise their rights simply and easily
when they are online, such as complaints buttons. Standard 15 of the code – Online tools states
that you should provide prominent and accessible tools to help children exercise their data
protection rights and report concerns.
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Step 5: Identify and assess risks

Describe source of risk and nature of potential
impact on individuals.

Include as a minimum an assessment of particular
risks to children as listed in the DPIA standard in the
Age appropriate design code. You may need to
consider separately for different age groups.

Likelihood
of harm

Severity of
harm

Overall
risk

 Remote,
possible or
probable

Minimal,
significant or
severe

Low,
medium
or high

Profiling that infers children's personal information
is done without adequate transparency or
safeguards, or is not in the best interests of the
child risking children’s right to development and
preservation of identity.

1. possible significant medium

Personalised targeting of service features that
generate revenue (targeted ads or the availability
of apps to download from the app store) that are
set to on-by-default, or without adequate
transparency and safeguards that risks children’s
right to protection from economic exploitation.

2. possible severe high

Use of (game-play) data that contravenes health
standards and guidelines (eg issues by the Chief
Medical Officer or Public Health England). Risk that
data-enabled service personalisation leads to
excessive engagement that impacts on the child’s
right to health.

3. possible significant medium

Personalised content that exposes children to
content that is damaging to health (for example
age-inappropriate products, suicide and self-harm
content or inaccurate health information) that
risks children’s right to life, survival and
development.

4. possible severe high

On-by-default data sharing with other service
users exposes children to risks of violence or
abuse (for example through stalking or
harrasment).

5. possible severe high
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Data relating to identity is shared with other
service users through on-by-default settings, or
without adequate transparency and safeguards,
risking children’s right to development and
preservation of identity.

6.  remote  significant medium

Lack of age assurance measures on services that
allow children to access or create unlawful sexual
content, and risks children’s right to protection
from sexual exploitation.

7.  remote  severe  medium

Connected devices gathering data within private
spaces (eg a child's home), without adequate
transparency or safeguards (eg passive listening),
risking children’s right to protection of privacy.

8.  possible  severe  high
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Step 6: Identify measures to reduce risk

Identify additional measures you could take to reduce or eliminate risks identified as medium or high risk in
step 5.

Risk Options to reduce or
eliminate risk

Effect on
risk

Residual Measure
approved

  Eliminated/
reduced/
accepted

Low/
medium/
high

Yes/no

Profiling that infers
children's personal
information is done without
adequate transparency or
safeguards, or is not in the
best interests of the child
risking children’s right to
development and
preservation of identity.

Profiling off-by-default,
except for game play data.

reduced low yes

Personalised targeting of
service features that
generate revenue (targeted
ads or the availability of
apps to download from the
app store) that are set to
on-by-default, or without
adequate transparency and
safeguards that risks
children’s right to
protection from economic
exploitation.

There is no profiling for
marketing purposes.

Privacy set at high-by-
default, with change only
possible through parental
controls.

reduced low yes

Use of (game-play) data
that contravenes health
standards and guidelines
(eg issues by the Chief
Medical Officer or Public
Health England). Risk that
data-enabled service
personalisation leads to
excessive engagement that
impacts on the child’s right
to health.

Parental controls are
included in the product
which allow parents to limit
the time the tablet is used
for. Prompts are issued to
parents where controls are
not used.

reduced low yes

Personalised content that
exposes children to content
that is damaging to health
(for example

All apps available from our
own app store are designed
for children of under 11
years of age and do not

reduced low yes
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age-inappropriate products,
suicide and self-harm
content or inaccurate
health information) that
risks children’s right to life,
survival and development.

contain any content which
could cause harm to
children. Parental control
features allow parents to
determine what apps or
websites their children may
access generally.  Parents
may report apps of concern.

On-by-default data sharing
with other service users
exposes children to risks of
violence or abuse (for
example through stalking
or harrasment).

Photos or video recordings
are stored on the tablet
only. The tablet does not
have functionality which
would enable sharing of
photos or videos. Security
measures in place to guard
against third party access
to photos etc stored on the
tablet.

reduced low yes

Data relating to identity is
shared with other service
users through on-by-default
settings, or without
adequate transparency and
safeguards, risking
children’s right to
development and
preservation of identity.

The tablet uses the most up
to date version of Android
with regular security
updates.  

No email or messaging
function to allow actors to
send tracking downloads or
malware.

We provide parental
controls allowing choice not
to link the tablet to web,
YouTube Kids and Google
App Store.

We maintain strong security
for our proprietary app
store. All apps available for
download are tested for
malware and tracking
cookies.

reduced low yes

Lack of age assurance
measures on services that
allow children to access or
create unlawful sexual
content, and risks children’s
right to protection from

The tablet and apps support
different age ranges: three
to four, five to seven and
eight to 11. No apps are
available on the app store

 reduced low yes

17 September 2021 - 0.0.16 28

Case 5:22-cv-08861-BLF   Document 51-4   Filed 04/21/23   Page 129 of 220



sexual exploitation. that feature a PEGI rating
of 12 or above, or feature
adult content. When the
app is launched, the tablet
asks the parent to select
the age ranges for their
children. Subsequent tablet
launches asks the child to
log into their profile to
ensure the correct content
is available for that
particular child.

Parental controls allow
parents to monitor use of
the tablet by children.

Connected devices
gathering data within
private spaces (eg a child's
home), without adequate
transparency or safeguards
(eg passive listening),
risking children’s right to
protection of privacy.

Clear privacy information
provided in privacy notice
and just-in-time notices.

Passive collection of
personal data is limited to
game-play information.  

Clear icon that shows when
device is connected

reduced medium yes

This document is made available on the basis that the user understands that:

they remain fully liable for their own legal and regulatory obligations;

the ICO does not accept any liability for any reliance that might be placed on any feedback, comments
or other input it might provide; and

providing this sample DPIA does not prevent or limit the ICO’s ability to take any enforcement action or
other regulatory action against companies that might use the sample as the basis for their own DPIA, if
the ICO deems such action is appropriate.

17 September 2021 - 0.0.16 29
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1 Executive summary 

Background  

1.1 Following a two-wave project to measure initial awareness and impact among businesses and 

industry bodies of the Information Commissioner’s Office’s (ICO) introduction of the Children’s 

code in September 2020, IFF were commissioned to undertake a third wave in 2022 with two 

primary objectives: 

• To develop a quantitative evidence-base around Information Society Services’ (ISS) awareness 

and understanding of the code, and their views on its high-level business impacts, at a set point 

in time (September-October 2022). 

• To identify case studies that demonstrate the impact of the code on how ISS services are 

designed and on user experience of these services.  

1.2 A mixed methodology was adopted, with a quantitative online survey and telephone interviews 

followed by qualitative in-depth interviews. The quantitative research was completed between 

31 August 2022 and 5 October 2022 (407 interviews: 305 online, 102 telephone).  

1.3 The qualitative interviews took place between 11 October and 9 November. Five of these 

interviews were recruited through businesses that agreed to partake in follow-up research from 

the telephone strand. There were challenges in recruiting this audience and the sample was 

therefore boosted through a free find approach that resulted in a further 4 interviews. 

Awareness and Understanding 

1.4 Familiarity with the ICO is broadly the same (69% in 2022 compared to 73% in 2021). However, 

a smaller proportion are very familiar (25%) in 2022 compared to 2021 (38%). 

1.5 More businesses had some awareness of the code in 2022 than 2021 (68% compared to 59%) 

This was driven by increases in awareness among micro (1-9 employees) and small (10-49 

employees) businesses. However, more in-depth knowledge of the Children’s code has not 

increased and businesses often see it as part of general GDPR compliance. Given the small 

level of change in awareness since 2021, where the introduction of the code was more recent, 

this suggests a ‘levelling off’ effect now it’s been two years since its introduction.  

1.6 Despite in-depth knowledge not increasing, overall awareness of features of the code improved 

although only two businesses (<1%) gave all the correct answers and no incorrect answers when 

asked to identify features of the code. There are still many misconceptions about features not 

covered by the code. 

1.7 Businesses are less likely to have learned about the code from the ICO website than in 2021 (a 

drop of 12 percentage points), but more likely to have learned about it from a child advocacy 

group (an increase of 4 percentage points). The lower levels of engagement with the ICO 

website could also point towards issues relating to the Children’s code specifically not being as 

‘top of mind’ as previously. 

1.8 Larger businesses were generally more likely to find out about the code from the ICO website or 

direct communications while smaller businesses were more likely to hear about it from social 

media, the news or their training providers. 
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Assessment of delivery 

1.9 As in autumn 2021, businesses were more likely to think that they were in scope prior to hearing 

a definition of the code, something that was consistent in 2022. Although fewer businesses 

thought they were in scope in 2022 than in 2021 (81% vs 84%) and slightly more thought they 

were after the definition (73% vs 68%) these differences were fairly minor.  

1.10 Between 2021 and 2022 there was no significant change in the proportion of businesses that 

consider themselves fully conformant with the code: 44% of businesses reported this in 2021 

and 46% in 2022. 

1.11 Ease of being conformant remains consistent with 2021, with just over a fifth (21%) of 

businesses finding it difficult to be conformant with the code, but micro business were far less 

likely to find this (9%) and medium sized businesses were more likely to find it difficult (42% 

reported this). 

1.12 Fewer businesses had recently made changes to their practices relating to their uses of 

children’s data in 2022 than in 2021. Just over a quarter of businesses (27%) reported this in 

2022 compared with 41% in 2021. Again lending itself to slowed momentum of the influence of 

the code over time. 

1.13 Businesses were generally more likely to have made these changes regardless of the code. For 

example, 52% made changes in designing and implementing changes to aspects of the service's 

user experience independently of the code compared with 35% who made the change as a 

direct result of the code. 

Impact of the Children’s code 

1.14 When asked if the code would provide opportunities to their business, fewer businesses thought 

it would in 2022 than in 2021 (27% compared with 42%). 

1.15 Overall, businesses felt the overall impact of the code would be positive for wider stakeholders, 

with figures very similar to those in 2021. Around three quarters (77%) of businesses thought 

there would be a positive impact on parents/guardians and 71% thought it would be beneficial for 

children. Two thirds (66%) thought it would be positive for their organisation and 63% felt it would 

have a positive impact on their sector (there was no notable difference in this figure across 

sectors). 

1.16 Qualitatively, respondents reported anecdotally that one of the main positive impacts would be 

peace of mind being given to parents. It can be hard to monitor children’s online access and so 

knowing that the Children’s code was in place would give them reassurance. 

1.17 One of the areas of concern for two of the qualitative respondents was around the area of fraud, 

and while they spoke specifically about credit card fraud which may not apply to children, there 

was wider concern about personal data being stolen. One respondent in particular felt that this 

risk was greatest when staff are complicit with other criminals, and they collude to defraud the 

company. They have moved to mitigate this by having tighter control over who has access to 

data, making it strictly need to know rather than offering wider access to all staff. 

1.18 Large and medium businesses were more likely to make changes to their practices because of 

the news articles they had seen (74% and 63%) relative to micro and small businesses (17% 

and 33%) although this was not something that was evident with the qualitative respondents. 
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Conversely, micro and small businesses were more likely to make changes to business practices 

based on their experiences of their own children or those of friends and family (66% and 73%). 

1.19 Fewer businesses reported that they incurred costs because of the Children’s code in 2022 than 

in 2021 (29% compared with 35%). As in previous years, smaller companies were less likely to 

have incurred costs from the code (6% sole trader, 14% micro, 19% small, 45% medium, 33% 

large), which was driven by a lower proportion thinking that they are in scope. 

1.20 The proportion of businesses that recently incurred costs has also fallen because changes had 

already been made as businesses move towards conformance over time. 

Conclusions 

1.21 Most of the differences by type of business observed in this data are driven by business size, 

and there were very few differences by sector and other demographic groupings. This suggests 

future guidance and communications should be targeted primarily by size of business. 

1.22 Overall, it appears that the momentum perhaps seen in 2021 regarding the Children’s code has 

levelled off in 2022. There have been some, but only small, changes in awareness of the code 

and not a great deal of change in terms of actions and costs relating to the code. 

1.23 Many businesses perceive the code as something which has now passed, which may explain 

the levelling off of awareness and limited changes made as a result of the code. There was a 

wider sense that the code is something that has been subsumed into wider GDPR compliance. 

1.24 Although most businesses do not necessarily perceive the code to offer commercial 

opportunities for their business, there is a general consensus that the impact of the code will be 

beneficial for wider stakeholders, in particular parents, guardians and ultimately children 

themselves.  The code was seen to offer reassurance to parents/guardians who are likely to find 

it increasingly difficult to monitor children’s online activity. 

1.25 More businesses now felt that enforcement or penalties were the best way to encourage 

compliance, again suggesting a plateauing of awareness and that hearing about action being 

taken may be the best way to impress urgency. 

1.26 Very few businesses find it difficult to conform with the code, it tends to be perceived as 

integrated into the general conformance of the business. Challenges were more often faced by 

smaller businesses than large businesses.  

1.27 While more businesses reported incurring costs in the highest bracket compared to 2021, only a 

minority stated the costs were directly related to the code. In general, the number of businesses 

experiencing costs had fallen, showing no detrimental impact to businesses. 

Caveats and limitations  

1.28 There are some limitations and caveats associated with this research: 

• There is no definitive data source or way of defining the population likely to be in scope of the 

code and the sample composition might not reflect the population of all businesses in scope 

of the code.  
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• A mixed method approach to sampling and interviewing was required (drawing on free find 

telephone interviews and online panel sample). 

To address these potential limitations the data in 2021 and 2022 were weighted by business 

size and survey mode to ensure a ‘like for like’ comparison could be made.  

• While base sizes are robust at an overall level, when data is broken down by size and sector, 

some bases are lower than 100, meaning the confidence intervals are higher and fewer 

differences can be marked as statistically significant despite relatively large changes between 

waves. 

All charts showing significant differences are labelled. Any commentary that references 

differences between years or type of business is statistically significant at 95% level using t-tests. 
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2 Background and method 

Background 

2.1 The age appropriate design code or ‘the children’s code’ is a statutory code of practice that 

mandates organisations make changes to online products and services to include enhanced 

privacy protections for children. It came into force in September 2020 and businesses were 

provided 12 months to conform with the code in their products and services. 

2.2 The code applies to businesses that are deemed ‘Information Society Services’ (ISS) that are 

likely to be accessed by children in the UK. For the purposes of the code, a child is defined as 

a person under 18. If the service is designed for and aimed specifically at under-18s then the 

code applies, however, the provision is wider than this. It also applies to services that are not 

specifically aimed or targeted at children but are nonetheless ‘likely’ to be used by under-18s. 

This is intentionally broad so as to not exclude services that children are using in reality.  

2.3 Fifteen standards of age-appropriate design are set out within the code, focusing on the 

provision of default settings which ensure children have the best possible access to online 

services whilst protecting their personal data, such as through minimising data collection and 

use.  

2.4 Following a two-wave research project undertaken between 2020 and 2021 to measure 

awareness and impact of the code at the point of introduction and through the 12-month grace 

period for conformance, IFF Research were commissioned to undertake a third wave of 

research in 2022 with the following aims: 

• To develop a quantitative evidence-base around ISS’ awareness and understanding of the 

code, and their views on its high-level business impacts, at a set point in time (September-

October 2022). 

• To identify case studies that demonstrate the impact of the code on how ISS services are 

designed and on user experience of these services.  

Methodology 

2.5 A mixed methodology was adopted, with quantitative research comprising of online surveys 

and telephone interviews, and qualitative research using in-depth interviews. 

2.6 A total of 407 quantitative interviews were completed between 31 August 2022 and 5 October 

2022 (305 online, 102 telephone).  

2.7 A breakdown of the completed interviews by mode and size of business is shown in table 2.1 

below. Further breakdown of the sample by online products and services provided can be 

found in the appendix. 

2.8 As the population was difficult to reach, the sample needed to be split between online and 

telephone completes in favour of online completes. Weighting was applied to ensure that 

comparisons between 2022 results and those from the last wave in 2021 were comparable with 

the baseline wave in early 2021. To do this the sample was weighted by size and survey 

method. 
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Table 2.1 Unweighted achieved interviews profile 

 Jan/Feb 2021 Aug/Sep 2021 2022 

  (n) % (n) % (n) % 

TOTAL 511 100% 432 100% 407 100% 

  
  

Telephone 161 32% 205 47% 102 25% 

Online  350 68% 227 53% 305 75% 

  
  

Sole Trader 50 10% 70 16% 63 16% 

Micro (1-9) 124 24% 141 33% 70 17% 

Small (10-49) 66 13% 45 10% 53 13% 

Medium (50-249) 167 33% 103 24% 92 23% 

Large 250+ 99 19% 73 17% 105 26% 

Don’t Know1 0 0% 0 0% 24 6% 
 

2.9 The online quantitative surveys were taken from panel provider completions from three different 

panels. Sample for the telephone interviews was purchased from a provider and interviews 

were conducted in-house by IFF’s telephone interviewing team.  

2.10 To qualify for the survey all businesses were screened to ensure they: 

• provided an online or internet enabled service; 

• generated revenue from the delivery of online, or internet-enabled, products/services; and 

• their products/services were aimed at under 18s, or it was deemed possible that under 18s 

could access or be attracted by their products/ services.  

2.11 A total of nine follow-up qualitative interviews were undertaken to get a more detailed view on 

how ISS services are designed and on user experience of these services. 

2.12 The qualitative interviews took place between 11 October and 9 November. Five of these 

interviews were recruited through quantitative telephone survey businesses who agreed to 

partake in this research. There were challenges in recruiting this audience and the sample was 

therefore boosted through a free find approach that resulted in a further four interviews. 

  

 
 
1 Don’t know was an option in all three years but wasn’t selected in early or late 2021 
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2.13 Copies of both the quantitative survey and qualitative discussion guide can be found in the 

appendix. 

Limitations and caveats 

2.14 There are some limitations and caveats associated with this research: 

• There is no definitive data source / or way of defining the population likely to be in scope of 

the code. Therefore, results have not been weighted to a specific business population and the 

sample composition might not reflect the population of all businesses in scope of the code. In 

order to achieve a robust sample overall no quotas were set by size or sector at any of the 

three waves. 

• As there is not a definitive data source, a mixed method approach to sampling and 

interviewing was required (drawing on free find telephone interviews and online panel 

sample). While steps were taken to ensure the online survey was comparable to the 

telephone survey (i.e. reading out answer codes to mirror reading online) there will always be 

some mode effect in survey response. 

To address these potential limitations the data was weighted by business size and survey 

mode to ensure a ‘like for like’ comparison could be made between each wave of the survey.  

• While base sizes are robust at an overall level, when data is broken down by size and sector, 

some bases are lower than 100, meaning the confidence intervals are higher and fewer 

differences can be marked as statistically significant despite relatively large changes between 

years. 

Only statistically significant findings are included in the commentary. 

• The screening process involved businesses self-determining whether it was unlikely their 

product or service appeals to children under the age of 18 (if so, they screened out). Given 

the lack of clarity from some over whether they were in scope for the code, it is possible that 

some businesses would screen out mistakenly. 

Note on an analysis 

2.15 Figures in tables and charts may not add to a total of 100% where businesses were allowed to 

select more than one answer to a question or, due to rounding of values. 

2.16 Significance testing to a 95% confidence level was carried out on the survey data. This is in 

order to establish whether differences between sub-groups are statistically significant or not. In 

other words, whether we can be 95% certain that a difference is sufficiently large to be 

considered a genuine difference and not just due to chance. Where findings are on the cusp of 

being significant and highlight a ‘direction of travel’, these have been reported but clearly 

caveated they are not significant.  

2.17 Where there is a significant increase between years, this is denoted by these arrows: 
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2.18 The same arrows are used to denoted significant differences between subgroups and the total. 

2.19 Comparative data with the September 2021 wave is shown where appropriate. While not 

charted, any notable differences from the January 2021 baseline or where a significant longer 

term trend occurs, this is mentioned in the commentary. 

2.20 Business sizes are defined as having the following number of employees: 

• Sole trader: 0 

• Micro business: 1-9 

• Small business: 10-49 

• Medium business: 50-249 

• Large business: 250+ 
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3 Awareness and Understanding 

Chapter 3 looks at awareness levels of the ICO and the Children’s code and the sources from which 

businesses learned about the code. It also examines how well businesses understand the code and 

its main principles.  

Awareness and familiarity with the ICO  

3.1 There was no large change in overall awareness of the ICO between this year and last year 

with at least some form of familiarity in 2021 (73%) and in 2022 (69%). However, there has 

been a decrease in the proportion of businesses being very familiar with the ICO (25% in 2022 

vs. 38% in 2021), as shown in figure 3.1. This suggests that familiarity with the ICO spiked 

when the code launched initially but has now sunk back to previous levels now the code is in 

place.  

Figure 3.1 Awareness of the ICO  

 
QA1 How familiar are you with the Information Commissioners Office, also known as the ICO? Base: 2021 (n=432), 2022 

(n=407) 

3.2 Familiarity with the ICO was greater among medium sized businesses than both smaller and 

larger businesses. In 2022, the rates of familiarity were: 41% for sole traders, 66% for micro 

businesses, 70% for small, 87% for medium and 63% for large businesses. This trend was 

consistent across early 2021 and autumn 2021, however familiarity among micro businesses 

has increased from 56% in 2021 to 66% in 2022.  

Awareness of the Code 

3.3 In terms of business’s awareness of the ICO having recently launched a new Children’s code, 

this showed an increase between 2021 and 2022 with 59% reporting some awareness in 2021 

and 68% in 2022.  
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3.4 Further to this, in terms of businesses having heard of the Children’s code, this showed no 

notable change between 2021 and 2022 with 72% reporting having heard of the code in 2021 

and 75% in 2022. Levels of awareness differed by business size with the larger organisations 

being more likely to be aware.  

Figure 3.2 Awareness of the Children’s code 

 
QA3  Have you heard of the Children’s code? Base: 2021 (n=432), 2022 (n= 407) 

3.5 As in 2021, awareness levels were higher among medium and large sized businesses which is 

potentially due to an increased capacity to be able to monitor policy changes such as this, while 

smaller businesses have less resource available for such strategic and forward planning work. 

However, there were increases in awareness for both micro businesses and small businesses 

from 2021 to 2022; with a 20 percentage point increase for micro businesses and a 12 

percentage point increase for small businesses. This is likely to be due to improved messaging 

to these groups from the ICO, and also because there has been more time for businesses to 

familiarise themselves. Without specialised officers, smaller businesses have found it hard to 

make the time to learn about the code, but two years hence have been able to catch up. 

3.6 Figure 3.3 shows where businesses who had heard about the code learned about it. As per the 

previous wave, the ICO website was the most common place businesses learned about the 

code, however the use of the ICO website as a source of information saw a sizeable decrease 

from 28% in 2021 to 16% in 2022. Additionally, a decrease was seen in the proportion of 

businesses learning about the code from newspapers or news websites (13% in 2021 to 7% in 

2022) and a small increase for those who heard about the code from child advocacy groups 

such as the NSPCC (4% in 2021 to 8% in 2022). 
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Figure 3.3 Information source for learning about the code 

 
QA4 Where did you first hear about the Children’s code?. Base: 2021 (n=288), 2022 (n=336)  

3.7 Larger businesses were more likely to find out about the code from the ICO website or direct 

communications while smaller businesses were more likely to hear about it from the social 

media, the news or their training providers. 

Theory of the Code and required actions 

3.8 As shown in figure 3.4, among businesses aware of the code, there has been no large changes 

in the proportion of businesses that agree or strongly agree they have a good understanding of 

the theory within the Children’s code (77% vs. 73%) in 2021 and 2022. However, there was a 

decrease in the number of businesses who strongly agree they have a good understanding, 

with less than a fifth (19%) reporting this in 2022 compared with 32% in 2021.  
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Figure 3.4 Understanding of the theory within the Children’s code 

 
QA6 Agree/Disagree that ... I have a good understanding of the theory within the Children’s code/I have a good understanding 

of the actions needed to comply with the Children’s code. Base: 2021 (n=288), 2022 (n=336). 

3.9 Showing a similar trend to overall awareness of the code, larger and medium sized businesses 

were more likely to agree that they have a good understanding of the theory of the Children’s 

code than smaller businesses. The other notable subgroup difference was that businesses that 

provide both products and services (83%) were more likely to agree with this statement than 

businesses that only provided products (63%). 

3.10 Similarly, there were large changes in the proportion of businesses aware of the code, that 

agreed or strongly agreed that they had a good understanding of the actions needed to comply 

with the code between 2021 and 2022 (74% agreeing in both 2021 and 2022). 
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Figure 3.5 Have a good understanding of the actions required to be conformant with the code 

 

QA6 Agree/Disagree that ... I have a good understanding of the theory within the Children’s code/I have a good understanding 

of the actions needed to comply with the Children’s code. Base: 2021 (n=288), 2022 (n=336).  

3.11 Following the trend of understanding, larger and medium sized businesses were more likely to 

agree to having a good understanding of the actions required to be conformant with the code 

than micro businesses or sole traders (large 76%, medium 84%, small 84%, micro 59%, sole 

trader 43%). 

Features of the code including age impacted 
 
3.12 Businesses aware of the code were asked to identify correct statements regarding the code as 

shown in figure 3.6. ‘Perfect’ answers in which businesses identified the two correct statements 

and did not identify any of the incorrect ones were still rare with <1% of businesses getting this 

in all waves. There was also an increase in the proportion of businesses that gave only 

incorrect answers in 2022 (18%) compared with 14% in 2021. This means that fewer 

businesses selected one correct answer. 

3.13 Additionally, another positive shift seen in 2022 is that there has been an increase in the 

proportion of businesses aware that the code is grounded upon the UN Convention on the 

Rights of the Child from 47% of businesses agreeing in 2021 compared with 57% in 2022.  

Case 5:22-cv-08861-BLF   Document 51-4   Filed 04/21/23   Page 146 of 220



Evaluating the Children’s code – An Industry Perspective 

11985  |  Public  |  Page 16 of 89 

Figure 3.6 Awareness of features of the Children’s code 

 
QA7 Which of the following do you think are features of the Children’s code? Base: 2021 (n=288), 2022 (n=336) 

3.14 Figure 3.7 shows aggregated scores of answers given. The two correct responses gave a 

score of 1 each while not selecting these options gave a score of -1 as did selecting any of the 

incorrect answers. 2 businesses gave perfect answers and ended up with 2 points while 86% of 

businesses ended up with a net negative score 

Figure 3.7 Net scores of awareness of features of the Children’s code 

 
QA7 Which of the following do you think are features of the Children’s code? Base: 2021 (n=288), 2022 (n=336) 
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3.15 Businesses were also asked for unprompted responses asking what they felt were key 

standards of the code and these were consistent across 2021 and 2022. The three most 

common responses were: compliance with data protection laws (20%), maintaining children's 

privacy/ safeguarding / maintaining children's safety online (14%), and ensuring content or 

products are suitable and appropriately marketed (11%). 

Awareness of related legislation 

3.16 As shown in figure 3.8 businesses had a very high awareness of the GDPR and/or Data 

Protection Act 2018. 97% were aware of it, 42% felt they had an ok understanding and 47% felt 

they had a detailed understanding, all of which are not very different to the autumn 2021 wave 

results. 

3.17 Awareness of the Online Safety Bill was lower where 72% of businesses had heard of it and 

only 22% felt they had a detailed understanding of it. Larger and medium sized businesses 

were more likely to be aware and have a detailed understanding of both the act and the bill.  

3.18 For the GDPR and/or Data Protection Act 2018, 47% of large businesses had detailed 

awareness, 57% of medium companies, 46% of small companies, 45% of micro companies 

and 26% of sole traders reported the same – a notable difference between medium businesses 

and sole traders. Sole traders again reported not having enough time to develop this 

awareness given their holistic responsibilities over the business 

3.19 For the Online Safety Bill, 25% of large businesses, 33% of medium businesses, 24% of small 

businesses, 10% of micro businesses and 12% of sole traders had detailed understanding 

following the same trend as highlighted above. 

Figure 3.8 Awareness of the GDPR and Data Protection act and the Online Safety Bill 

 

 
QE7 Have you heard of the data protection laws that apply in the UK: the GDPR and Data Protection Act? Base: 2022 (n=407)  
QE7a Have you heard of the online safety bill? Base: 2022 (n=407) 
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3.20 56% of businesses were paid data protection fees2. 31% of sole traders did so, which was 

lower than the average. 65% of micro businesses were registered as were 58% of small 

businesses, 59% of medium businesses and 51% of large businesses, 

3.21 Those that did pay data protection fees were more likely to be aware of the Children’s code 

than those who didn’t (59% vs 26%) 

 
Figure 3.9 Registration with ICO or payment of protection fees3. 

 
QE8 Are you registered with the ICO or do you pay data protection fee? Base: 2022 (n=407) 
 

 
  

 
 
2 This was previously known as registering with the ICO under the Data Protection Act 1998. 
3 Question not asked in 2021 
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4 Assessment of Delivery  

Chapter 4 examines businesses’ responses to the code looking at whether they feel they are in scope 

of the code, what changes they have made in relation to the code, any challenges in doing so and 

which methods of support they have used.  

 

Perceptions of whether in scope 

4.1 Businesses that were aware of the code indicated whether they felt that they were in its scope 

before being shown a full definition and again after being prompted with a definition of the 

code. The data is summarised in figure 4.1 below 

Figure 4.1 Self-identification of whether in scope of the code 

 
QA5 Do you think that your organisation will have to conform with the Children’s code? Base: 2021 (n=288), 2022 (336) 
QA10  Based on what you have just read, do you think your organisation will need to conform with the Children’s code> Base: 
2021 (n=432), 2022 (n=407) 
 

 
4.2 As in 2021, businesses were more likely to think that they were in scope prior to hearing a 

definition of the code, something that was consistent in 2022. Slightly fewer businesses thought 

they were in scope in 2022 than in 2021 before the definition (81% vs 84%) and slightly more 

thought they were after the definition (73% vs 68%). The 19% who answered no were the same 

businesses both pre and post definition with very minor exceptions moving from yes to no or 

vice versa. 

4.3 Larger businesses were generally more likely to consider themselves in scope of the code 

before a definition as was the case in previous years. In 2022, 60% of sole traders and 63% of 

micro businesses thought they were in scope compared with 89% of medium companies and 

87% of large businesses before hearing a definition. The same trend occurred following the 

definition. There were no noticeable subgroup differences among sectors that differed with the 

overall trends. 

4.4 Companies with a detailed understanding of the Online Safety Bill were more likely to think they 

were in scope compared with those who had never heard of it (89% vs 74%). They were also 

more likely to have detailed understanding of the code, suggesting that businesses with better 

understanding of the code were more likely to find the ways in which it related to them. 

81%

73%

19%

19% 8%

Pre definition

Post definition

Yes No Don't know

2022

2021

84%

68%

16%

24% 8%

Pre definition

Post definition
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4.5 Figure 4.2 shows that after being given a definition of the code, the most common reasons for 

not being in scope were businesses thinking their services were not likely to be accessed by 

children under 18 or because they are not aimed at them. Fewer businesses reported both of 

these reasons in 2022 than in 2021 with 38% (compared with 57%) and 48% (compared with 

66%) stating these reasons. There were no notable deviations to the above results when 

analysing by subgroups such as sector. 

4.6 Businesses that had low awareness of the code were more likely to think that their services 

would not be accessed by children than those with good awareness (58% compared with 26%) 

or that they didn’t handle any personal data, but these figures come from small bases.  

4.7 The ability of businesses to correctly identify features of the Children’s code showed no clear 

bearing on whether or not they considered themselves in scope or the reasons why. 

Figure 4.2 Reasons for not being in scope.  

 

QA11 Why do you think that your organisation will not need to conform with the code? Base: 2021 (n=130), 2022 (n=77) 

Conformance with the code 

4.8 Between 2021 and 2022 there was no large change in the proportion of businesses that 

consider themselves fully conformant with the code as 46% of businesses reported this in 2021 

and 44% in 2022. This similarity extended to all businesses that felt they were at least partially 

conformant and those who thought they weren’t conformant at all. The latter was a very small 

percentage of just 3% in 2021 and 4% this year. This can be seen in figure 4.3. 
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Figure 4.3 Conformance with the code 

 

QA12 Based on what you now know about the Children’s code, to what extent do you think your organisation currently conforms 

with the standards in the code? Base:, 2021 (n=432), 2022 (n=407) 

 

4.9 The levels of conformance were broadly similar across business size with around two fifths 

being conformant as was the case in 2021The notable differences between business size was 

that 61% of small sized businesses reported that they were fully conformant compared to 34% 

of sole traders There were no notable differences by sector. 

4.10 In the qualitative interviews, sole traders and micro businesses differed from larger businesses 

in how they dealt with the Children’s code. For example, one two-person business owned a 

franchise and was dependent on the mother company for making sure they were conformant 

as shown in case study #1 below. 

Case Study #1 Private Tutor 

Context 

 

Joe is the co-director of a small tutoring company. As well as running the company, he 

tutors online and in person, storing information about his pupils. He works through a 

franchise and is reliant on their website and GDPR processes.  

 

“They control everything and manage what happens on the website. They told us 

about all the GDPR stuff and what they do, so thankfully I don’t need to.” 

Awareness 

 

Joe has reasonable awareness of the code. He has received training from the mother 
company that controls his franchise and this covered a lot of aspects. He has heard of 
the Children’s code and knows that it is designed to keep children’s data safe but isn’t 
aware of the specifics. 
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4.11 In contrast, larger companies had dedicated compliant officers who made sure everything was 

up to date. 

“It’s literally their job so we would have been on top of all of this ahead of time” 
Large online retailer 

4.12 While there had been an increase in the number of businesses that felt they would need to 

make changes to become conformant between the first and second waves in 2021 (from 53% 

to 58%), this dropped back to 52% in 2022, although these were small shifts.  

4.13 Business that were not fully conformant indicated when they expected they were going to make 

changes and the most common answer was by the end of 2022 (44%) as shown in figure 4.4. 

The timeframes were different from when this question was asked in previous years but the 

percentage that said they would never be conformant was very similar (2% in 2022 and 1% in 

2021). There were however more businesses who said that they didn’t know in 2022 (18% 

compared with 9%). 

4.14 Businesses that don’t intend to be conformant by the end of 2022 suggested a lack of urgency. 

There were no plans for specific actions from those in interviews who were not yet compliant 

suggesting they were happy to defer these responsibilities, perhaps with a sense that two years 

into the launch of the code, they have seen no ill-effects of their lack of conformance so far. 

Actions taken  

 

The company is quite new and he has inherited the website and processes from the 

mother company. He is trusting that they have done their due diligence when it comes 

to being compliant but also is trying to understand the various policies himself. 

 

“I’m confident we’re doing everything we’re meant to but I want to go away and know 

all of this stuff for myself.” 

Impact 

 

The training has been time consuming and there is a lot to understand. Joe finds it 

difficult to differentiate between different aspects of data compliance, and while he has 

heard of the Children’s code, he is unable to differentiate between that and wider 

GDPR and safeguarding policy that he is still getting to grips with. 

 

“There’s so much to do, GDPR, health and safety, finance stuff. I’m trying to 

understand it all and it takes time but sometimes I don’t know where one thing ends 

and another starts.” 

 

He finds it hard to talk in detail about costs and effects of the Children’s code and 

compliance. He has paid fees to buy the franchise and that covers everything. He’s 

also not aware of any changes in traffic or reputation but feels that users like the 

convenience of online and thinks that they trust the security of the digital data rather 

than hard copies of information like he had used in the past.  

 

So far Joe has been reliant on the mother company but wants to have a handle on all 

of these issues himself. He likes the ICO website and tools and intends to use these 

so that he can have autonomy over his compliance, even though it is handled 

centrally.  
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Figure 4.4.4 Plans for being conformant 

 

QB9 When do you anticipate that your organisation will have made the changes necessary to fully conform with the Children’s 

code? Base: All those who don't fully conform with the code and those expecting to make changes (n=155) 

4.15 Businesses that said they didn’t intend to become conformant most commonly said they would 

prefer not to say why but they tended not to pay DP fees. Answers that were given from this 

small base included the time and work that would be required and a lack of information or 

guidance and suggested they felt no urgency. 

4.16 How difficult businesses found the code to understand and conform to was a new question in 

2022. Just over a fifth (21%) of businesses found this to be difficult, but micro business were far 

less likely to find this (9%) and medium sized businesses were more likely to find it difficult 

(42% reported this). A full breakdown of this can be seen in figure 4.5. There were no notable 

trends by subgroups other than business size. 
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Figure 4.5 Ease of understanding and complying with the code 

 

QA1a: Are there any standards or areas of the code you find particularly hard to understand? Base 2022 (n=401) 

 

4.17 When asked (unprompted) for reasons why the code can be difficult to understand or comply 

with, 54% answered that they didn’t know. The most common responses were that it was too 

complicated (11%), was unclear or hard to implement (12%), hard to keep up with (3%), or 

hard to remember (2%). 

Activities undertaken to be conformant with the code 

 

4.18 As shown in figure 4.6, self-declarations (such as entering a date of birth) were the most 

common form of age verifications that businesses used. Three in ten (30%) of all businesses 

reported doing this, with large businesses (42%) the most likely and micro businesses (22%) 

the least. Smaller businesses were more likely to not have some form of age verification; 31% 

of micro businesses and 22% of small businesses stated this compared with 2% of medium 

businesses and 1% of large.  

4.19 Self-declarations were most likely to be used by health and fitness services (49%), Online 

marketplace for third party goods or services (44%) and online gaming or streaming sites 

(44%). Proof of age was most common among music and video streaming (54%) Phones and 

communication devices (46%) and online messaging or voice telephony service (45%) 
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Figure 4.6 Age verification methods used 

 

S7c What steps do you take to verify the age of your users? Base: all (n=407) 

4.20 These results were broadly reflected in the qualitative interviews, although a couple reported 

that they had different rules for different parts of their site. For example, a box office or shop 

aspect might require an account linked to a credit card to access, or a resource-based 

members area might require an account, although this was open to all ages. 

4.21 One theatre-based company reported that they had no verification and were reliant on users 

not accessing potentially inappropriate pages. 

“We don’t have anything stopping people use that bit of the site but it’s shows and art and I 
suppose some of the titles and things might not be suitable for children” 

Medium arts company 

 

Case Study #2 Arts and Education Organisation  

Context 

 

Rachel works as a project manager for an arts organisation that stages shows and 

also has an education wing. The business therefore has an online box office function 

and also a members area for resources. Rachel works regularly with the head of 

safeguarding and attends regular training around safeguarding, compliance and other 

regulatory responsibilities such as health and safety etc.  

Awareness Rachel is familiar with the Children’s code but remembers it as something she 
received training on a couple of years ago. She attends regular training and receives 
updates from the head of safeguarding (also responsible for wider data compliance). 
She considers the contents of the code to be integral to the work that they do. 
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4.22 Fewer businesses had recently made changes in 2022 than in 2021. Figure 4.7 shows that 

27% reported this in 2022 compared with 41% last year. This appeared to be a mixture of 

businesses having already made changes, and those who hadn’t made changes not feeling a 

sense of urgency. Particularly among those businesses (typically smaller) that relied on third 

parties to ensure they are conformant or tell them which actions they need to take, they were 

happy to wait until told explicitly what to do. With no penalisations so far, some businesses may 

not feel that all changes are urgent or necessary. 

 

  “I’ve heard of the Children’s code but to be honest we’re always reviewing and 
checking safeguarding and data security anyway.” 

Actions taken  

 

Rachel feels like they have become compliant with the code independently as part of 

their ongoing practice and regular reviews. They have somebody in charge of 

safeguarding and data who provides regular updates and runs training so it feels like 

an ongoing evolution. There have been changes as a result of this, but she attributes 

them to wider compliance rather than the Children’s code.  

 

In the past year, they have moved to a different database system to provide improved 

security for the data that they hold on members (many of which are children). The 

system they were using allowed universal access to all data stored, so they moved to 

a new piece of software that could restrict access to only those who needed it. It also 

included an added level of encryption to the data. 

 

“We obviously want to keep everyone’s data safe and things like making the language 

suitable for children. It’s for them so we obviously do that and are always looking to 

improve.” 

Impact 

 

It’s hard for them to measure the impact of the Children’s code and compliance more 

widely because they have a specified safeguarding role and it’s inbuilt into their work 

systems. 

 

They don’t measure the cost of changes such as this, and because it’s part of full time 

role, the changes have been absorbed as part of that. 

 

“Our safeguarding officer will have looked at the code to check but she’s doing this 

stuff every day so it doesn’t feel like an additional cost.”  
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Figure 4.7 Recently made changes to practices relating the use of children’s data 

 
QB4 Has your organisation recently made any changes to their practices relating to the use of children's (under 18's) data? 
Base: 2021 (n=171), 2022 (n=407) 
 

 
4.23 Larger companies were more likely to have made changes than smaller ones as was the 

case in previous years, but the drop in the percentage that had done so in 2022 compared to 

2021 was consistent across business sizes. 

4.24 Businesses who had good awareness of the code in interviews felt that the Children’s code 

was something from a couple of years ago. They said they were fully conformant and spoke 

about the code in the past tense, suggesting that maybe fewer businesses are making recent 

changes because they’ve already been made. 

I remember it but it was something we had training on a while ago. We’ve been doing that 
stuff for years.  

University 
 

4.25 The changes that had been made are shown in figure 4.8. There was a decrease across all 

measures apart from ‘developing approaches or estimating the age of users’ since 2021. 

4.26 In the qualitative interviews, those that had made changes in relation to the code spoke of 

them as a one-off past tense exercise. This was either because of a change to the software 

or processes that they use, that they considered to be conformant for the foreseeable future, 

or because they felt that the Children’s code was something they had completed. 

4.27 Businesses considered GDPR compliance to be important and something they would 

continue to keep abreast of, or trust agents to do on their behalf, but they didn’t speak about 

the Children’s code in the same way, feeding further into the idea that it was a subset of 

GDPR rather than its own ongoing piece of legislation.  

4.28 One business reported that they assumed they were compliant because they hadn’t heard 

anything otherwise. 
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Figure 4.8 Changes made in relation to children’s data 

 

QB7 What changes have you or your organisation made n relation to the use of children’s (under 18s) data? Base: all who 

have made recent changes (n=112) 

 

4.29 As shown in table 4.1, businesses were generally more likely to have made changes 

regardless of the code. For example 52% made changes in designing and implementing 

changes to aspects of the service's user experience independently of the code compared with 

35% who did it as a direct result of the code. 

 

Table 4.1 Changes made and reasons for doing so 

Change % changed because 
of the code 

% changed 
independent of the 
code (base = those 
who made this 
change) 

% not made that 
change 

% don’t know 

Dedicated resources to 
reviewing the code and 
understanding its 
implications for your 
organisation 

42% 48% 4% 6% 

Designing and 
implementing changes to 
aspects of your service's 
user experience 

35% 52% 6% 7% 

Developing approaches 
for estimating the age of 
users 

47% 45% 3% 6% 

Reviewing risks to children 
arising from how your 
products or services 
process their data 

44% 51% 2% 3% 

Reviewing and redrafting 
privacy information, 
community standards and 
policies 

45% 46% 2% 7% 
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Developing or reviewing 
your data protection 
impact assessment 

38% 48% 5% 9% 

Researching whether 
children are likely to 
access your service/ how 
they use your service 

43% 44% 8% 5% 

Engaging with children, 
parents/guardians or 
schools 

31% 37% 22% 15% 

 

QB7 What changes have you or your organisation made in relation to use of children's (under 18) data Base n=111 

 

4.30 Businesses were less likely to think that further guidance would be the most effective way to 

encourage compliance in 2022 than in 2021 (21% vs 31%) and were more likely to think fines 

would be effective (16% vs 8%). This perhaps suggests that two years on from the introduction 

of the code, enforcement rather than encouragement is a necessary course of action. This 

contributes to the idea that people have made changes already and see this as something from 

the past. If changes haven’t already been made, then encouragement may not be sufficient. 

Figure 4.9 Effective tools in encouraging compliance 

 

QB11 Which of the following do you think would be most effective in encouraging and supervising industry conformance with 

the code in your sector? Base (n=407) 

Issues in the delivery of the code 

4.31 Similar proportions of businesses anticipated future external barriers in conforming with the 

code in 2022 as in 2021 (18% and 17%). There was, however, an increase in the number that 

didn’t know (22% vs 11%) and a decrease in those that didn’t see any barriers (61% vs 73%). 

There were no major differences across businesses of different sizes in either year. 
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Figure 4.10 Anticipation of future external barriers to conformance 

 
QC9a Do you foresee any external barriers relating to your organisation conforming with the Children’s code? Base: All 

those who don't fully conform with the code and those expecting to make changes, (n=163).  

 

4.32 When asked (unprompted) for what these barriers might be, most businesses said they didn’t 

know while a handful of others predicted difficulties in implementing or a lack of guidance. 

Some also mentioned time factors although these were all from small bases. In the qualitative 

interviews the smaller businesses that showed less knowledge about the code perceived it as 

being difficult and time consuming but when pressed could not give examples, suggesting the 

concept of the code as an unknown entity sounded more difficult to them than perhaps it is. 

Assessment of Outcomes 

4.33 Two fifths of businesses envisioned making changes in-house (42%), around a fifth would use 

a third party (18%) and a little over a third (36%) said a mix of the two. This shows an increase 

in the proportion using a third party since last year (10% in 2021) and decrease in those using 

a mixture (47% in 2021). 

4.34 Small businesses were the most likely to expect to use a third party (46%) and micro 

businesses were the most likely to do this in-house (77%). The most common reason given for 

this in qualitative interviews was time constraints. Smaller businesses either did not have the 

time to engineer these changes or, more commonly, to spend the time acquiring the knowledge 

and skills to do so.  
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Figure 4.11 Who made the changes to be conformant 

 
QC1 You mentioned earlier that your organisation would need to make changes to conform with the Children’s code. Do you 
envisage the necessary changes will be done…? Base: Those who need to make changes (n=115) 
 

4.35 The ICO was the most common source of support for businesses, accessed by just under half 

(47%) of people who sought help. This was followed by membership organisations (30%) and 

other forms of external support (28%). Smaller and micro businesses were in general less likely 

to use any form of support but those that did, were most likely to use the ICO. 
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Figure 4.12 Sources of Support  

 
QD5 Where do you go for support in complying with, or more information about, the Children’s code? Base: those aware of the 
code (n=330) 
 
4.36 The majority (81%) of businesses that used ICO support were overall satisfied with it, a slight 

drop from 2021 (89%). The same proportion were fairly satisfied, with a drop in the proportion 

that were very satisfied (37% in 2022 compared with 45% in 2021). 

4.37 Businesses indicated what further guidance or support they would like from the ICO, and the 

most common answer was none (14%, the same as in 2021), which is in line with the positive 

feedback as to the ICO’s support: 81% of businesses that used it were satisfied. The same 

percentage would like more or better information and updates. 

 

47%

30%

28%

13%

1%

1%

2%

10%

ICO

Membership organisation

External support

I don't seek support

Government support/gov.uk

Colleagues/HO
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Figure 4.13 Desired future support 

 

QD10 If there any further guidance / support you would want to see from the ICO what would it be? Base: 2021 (n=288) 2022 

(n=320). 

 

Case Study #3 University   

Context 

 

David works at a very large university with 40,000 students and 3,000 staff. They most 

commonly use children’s data when processing university applications from children 

as young as 16. Also their schools and outreach team does work with children under 

the age of 16. 

Awareness He has good knowledge of the Children’s code. They do horizon scanning of new 
legislation and changes to legislation so studied the code when it was first announced. 
Their main takeaway from this was that they were already doing the vast majority what 
the code sets out. 

 

They handle GDPR responsibilities through both external and internal audits and when 
they looked at the code, although it frequently referenced children, for example data 
minimization of children, it felt like it wasn’t something that they would have to make 
big changes around. 
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sign 

 

 

 

 

 

 

 

 

 

Actions taken  

 

As head of governance for data protection, David chairs an information compliance 

group which has representatives from across university. This includes IT and other 

professional services from across the faculties. They are then nominated data 

champions for their business area, which they use to both disseminate information and 

how it applies to the organisation but also bring in any concerns. 

 

They reviewed their existing GDPR arrangements and concluded that the 15 

standards were broadly met, i.e., is it clear for individuals to understand how their data 

is being used? Privacy notices were written in plain English, and it was also clear that 

there were mechanisms in place so young people could have their data removed from 

their system and also reviewed data retention periods.  

 

They conducted a full Data Protection Impact Assessment (DPIA), using the ICO tools, 

and brought in a new customer records management system as part of that and a 

wider aim of improving GDPR policies.  

 

“These are things that we are doing anyways as part of our GDPR commitments, but 

clearly there was value in us doing this again for the Children’s code.” 

Impact 

 

Although they have not made any changes specifically in relation to the code, this is 

because they had already conducted DPIAs and were in a strong position to meet the 

standards of the code when the time came. As a result of this approach, they haven’t 

felt any additional costs. 

 

“We would always as part of any project do DPIAs, reviewing our requirements with 

consultant specialists for any new software to ensure that it met the general 

requirements of any relevant legislation…so there haven’t been any additional costs.”  
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5 Impact of the Children’s code 

Chapter 5 explores what the impact of the Children’s code has been on businesses, and the 
perceived effect it has on users and general risk in terms of data. It also assesses the financial costs 
incurred and any anticipated costs and any potential opportunities that it’s created or may create for 
businesses. 

Effect on data protection 

5.1 In 2022, businesses indicated whether their work for the Children’s code had improved data 

protection generally. The vast majority (87%) of businesses said that it had, 47% said it did so 

fully and 40% said to a large extent. 

Figure 5.1 The extent that work towards Children’ Code conformance has improved data protection 
compliance generally 

 
B8a To what extent has the Children’s code and your work to conform with it, enabled you to improve data protection 
compliance more generally?, Base: those who have made recent changes (n=111).  

 
 
5.2 Some businesses recognise that ensuring their online provision follows GDPR leads to being 

conformant with the code. If business knew they had child users, making sure their online 

provision was suitable for them was a natural part of their business model and wider GDPR 

compliance. 

“We have a risk and governance team that looks at these issues holistically. With regards to 
risk around IT and data processing this would be handled by IT and the data protection 
officer.” 

Medium Online Retailer 
 

‘‘We got somebody to sort out our site. We know GDPR is super important and it’s part of 
what we pay them for” 

Small Online Retailer 
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Opportunities and non-financial impacts 

5.3 When asked if the code would provide opportunities to their business, fewer businesses 

thought it would in 2022 than in 2021 (27% compared with 42%). When asked in interviews, 

businesses felt that if there were going to be opportunities they would have already 

materialised by now. 

Figure 5.2 Opportunities arising from the code 

 

 
Do you envisage any opportunity for your organisation as a result of implementing the Children’s code? Base: All, 2022 
(n=407), 2021 (n=432) 

 
5.4 Figure 5.3, shows that the two main areas that businesses no longer felt were likely 

opportunities, were knowledge that they were providing a safe space (down to 10% from 13%) 

making money (1% compared with 11%) and better processes, policies and procedures (0% 

compared with 9%). As mentioned above this was likely to be because opportunities had not 

been realised yet. 

5.5 In contrast, businesses in 2022 were more likely to think there would be more general 

opportunities (11% in 2022 compared with 1% in 2021) and opportunities to do with marketing 

and branding (10% compared with 7%). 

5.6 Those who understood the code better, targeted under 18s or who were largely compliant were 

more likely to see opportunities. The nature of envisaged opportunities varied and were most 

commonly thought to be general. 
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Figure 5.3 Opportunities envisioned from the code 

 

QC13 What opportunities do you envisage? Answers given by less than 2% at 2022 and less than 4% in other waves not 

shown. Base: those who perceive opportunities, 2022 (100), 2021 (n=154). 

 

5.7 Overall, businesses felt the overall impact of the code would be positive, with figures very 

similar to those in 2021. Around three quarters (77%) of businesses thought there would be a 

positive impact on parents/guardians and 71% thought it would be beneficial for children. Two 

thirds (66%) thought it would be positive for their organisation and 63% felt it would have a 

positive impact on their sector (there was no notable difference in this figure across sectors). 
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Figure 5.4 Impact of the code on different groups 

 

QC14. Overall, what do you think the code's impact will be for the following groups?  Base: all 2022 (n=407) 

 

5.8 In general, larger and medium sized businesses were more likely to think that there would be a 

positive impact across all of these groups. For example, 40% of large businesses and 39% of 

medium businesses thought it would be very positive for their organisation compared with 11% 

of sole traders and 27% of micro businesses. With greater capacity, larger businesses seemed 

more inclined to think at a strategic level of these benefits while smaller companies perhaps 

see them more in light of their time and financial cost rather than the longer term benefits. 58% 

of larger businesses thought it would be very positive for parents/guardians as did 51% of 

medium sized businesses compared with 32% of sole traders, 44% of micro companies and 

34% of small businesses. 

5.9 In the qualitative interviews, businesses didn’t report any noticeable changes to reputation or 

use of their services. They felt there was an assumption from users that the business would be 

compliant and protecting their data. This was seen as an expected baseline rather than 

something to add value or improve an opinion of a business.  
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5.10 There were also no reported changes in website traffic or feedback from users about website 

functionality when considering the Children’s code. In most cases these were not things that 

were measured and there were no specific feedback activities undertaken as part of the 

Case Study #4 Online Quiz Company  

Context 

 

Louise is one of three people running a microbusiness creating quiz content for TV 

shows, corporate events, hosting online quiz events and games manufacturers. They 

also host events in schools and hold online quiz events plus an online subscription 

service for one of their quizzes, where children could potentially sign up to their service 

and they could unknowingly be storing e-mail addresses of children.  

Awareness 

 

She first became aware of the code when the school that was hosting online quiz 
events asked their company about their own privacy policy. At this point, the 
respondents did some research online via Google search and found out about the 
Children’s code. 

 

Louise commented that this was almost inadvertent and wasn’t sure how she would 
have known about the code if the school hadn’t asked. Policies like this are harder to 
keep track of in a smaller company.  

 

“It is more likely that a business like mine would need that support in the form of a 
nice, easy to find, clear document because I would imagine a larger organisation 
would have somebody whose job this was.” 

Actions taken  

 

They undertook their own risk assessment and found they didn’t need to take action 

but wanted to ensure that they had fully explored all of the safeguarding aspects of 

holding an event online. The greatest risks to children’s data was through partners 

(primarily the schools) so they met to make sure that together all parts of the 15 

standards were covered. One thing that came to their attention that they hadn’t 

considered was children signing up to their online subscriptions. This led to a risk 

assessment and a review of the website and data storage processes but they were 

satisfied that no further changes were needed. 

 

Seeing as they work with schools, they felt there was an onus and expectation for 

them to be keeping children’s data safe already. 

Impact 

 

There were definitely time implications. Louise spends roughly 20% of her time on the 

administrative side of the business but that was increased over the course of a couple 

of weeks to research the Children’s code and have conversations with schools. There 

were no major changes needed though so she feels the incurred financial costs was 

minimal. 

 

Having spent time reading and researching the code, she was confident that it fitted 

within their existing work on GDPR and safeguarding.  

 

“It’s just something that we know about [GDPR], we’ve taken steps so that we are 

confident that what we are doing is right…something that we’re mindful of so that if we 

do change our activities we can revisit and make sure we’re in line with.” 
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changes. Compliance again was felt to be part of a natural evolution of the business model and 

there was therefore no reason to measure a before and after. There were also no reports of 

unprompted feedback from users, nor any real sense that change had occurred. 

5.11 As shown in figure 5.5 businesses felt that the greatest risk to children in terms of their online 

data were sharing data with third parties (47%), sharing data between users (40%), and 

tracking children’s location (41%). 

5.12 Smaller businesses (sole traders and micro) were more likely to think that there were risks to 

children in their sector. For example, 61% thought sharing data was a risk compared with 39% 

of small, medium or large businesses. 

5.13 One measure had the opposite trend where small, medium and large businesses were more 

likely (42%) to consider age estimation and account verification to be a risk than sole traders or 

micro businesses (28%). 

Figure 0.1 Perceived Risks to children 

 

QC15 Which of the following data-related activities do you think pose the greatest risks to children in your sector? Base: all 

2022 (n=407) 

 

5.14 As shown in figure 5.6, businesses were most likely to make changes in response to news 

articles (56%), followed by their own children (51%) and to pre-empt the online safety bill 

(37%). 

5.15 Large and medium businesses were more likely to make changes because of news articles 

(74% and 63%) than micro and small businesses (17% and 33%). Conversely, micro and small 
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businesses were more likely to make changes driven by their own children or those of friends 

and family (66% and 73%) than large and medium businesses (48% and 50%).4  

Figure 0.2 Other factors driving change in practice 

 

Are there any other factors that have led you to make changes to your practices relating to the use of children’s data within the 

last year? Base: who made recent changes 2022 (n=111) 

 

Financial Impact 

5.16 Fewer businesses reported that they incurred costs because of the Children’s code in 2022 

than in 2021 (29% compared with 35%). As in previous years, smaller companies were less 

likely to have incurred costs from the code (6% sole trader, 14% micro, 19% small, 45% 

medium, 33% large). 

 
 
4 This is from a relatively small base so should be viewed indicatively. 
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Figure 0.3 Incurring of costs because of the code 

QC2 Has your organisation incurred any financial costs to date, as a result of the Children’s code? Base: those aware 
of the code, 2022 (n= 330), 2021 (n=288). 

 

5.17 Businesses shared how much their organisation has spent on making changes, and in 2022 

the most common amount was £1000 or less, as in 2021. There was an increase in the number 

of businesses that reported spending more than £100,000, with 17% reporting this in 2022 

compared with 5% in autumn 2021. That increase puts the figure more in line with the early 

2021 wave where 14% reported as spending in that top bracket. Only large or medium 

businesses reported spending this amount both times. There were no trends in terms of the 

types of changes that businesses who spent more made. One potential inference was the costs 

were reflective of the larger scale, i.e. needing to make changes across difference subdivisions 

or branches of the business, and needing to train a greater number of staff.   
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Figure 0.4 Costs incurred from the Children’s code 

 
QC4/5  How much your organisation has spent on making changes? Base: those who incurred financial costs, 2021 (n=91), 

2022 (n=92). 

5.18 As may be expected, the larger the business, the larger the amount spent although this was 

mostly consistent across sectors. The qualitative interviews suggested that businesses tend not 

to measure these costs accurately. In the survey, few businesses were able to give an 

unprompted figure, instead making use of suggested bands. 

5.19 Two main reasons arose in the interviews as to why they found it difficult to provide an accurate 

figure. One was that the sort of work required to be conformant was seen as an integral part of 

the business and was therefore not measured or considered a cost in reference to the 

Children’s code. They instead counted only ad hoc costs. For example, one respondent was a 

compliance officer whose fulltime job was to monitor and enact requisite changes in these 

areas.  

“Our head of safeguarding is always checking something or doing training. It will have been 
this for a while but if not then she’ll just be working on something else.’ 

Medium Arts Company 
 

5.20 Another reason was that it was difficult to unpack work done for the Children’s code from other 

wider GDPR compliance. Businesses that employed web developers trusted them to make 

things compliant but were unable to attribute cost specifically to the aspects related to the code. 

‘We paid them to do everything so we pay for their time but I don’t know how that breaks 
down.’ 

Small Games Company 
 

5.21 In contrast, just over a quarter (27%) of businesses that responded to the survey felt that the 

costs incurred were fully attributed to the code and 58% felt that they were mostly because of 

the code, as shown in figure 5.9. There were small bases for sole trader, micro and small 

businesses so these numbers were driven by medium businesses where 40% reported their 
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costs were fully attributable to the code and 50% felt they were mostly driven by it. For large 

companies, 14% reported fully and 75% said mostly. 

Figure 0.5 Extent to which Children’s code is driving these costs 

 

C2a. To what extent is the Children’s code driving these costs? Base: those who envisage incurring financial costs in future, 

2022 (n=129). 

 

5.22 Across the prompted areas of what these costs were attributed to, responses were lower than 

in 2021 with fewer businesses choosing to answer. Fewer businesses reported incurring cost 

on training and development (51% compared with 58%), developing internal data 

plans/procedures (41% compared with 54%), third party/consultancy costs (33% compared 

with 43%) and reviewing risks to children from how their data is processed (30% compared with 

47%). However, there was an increased incurred cost in 2022 regarding staff time researching 

requirement (52% compared with 42% in 2021)., suggesting reactive ad hoc work as opposed 

to knowledge building. 

5.23 There were no notable trends among businesses of different sizes when it came to areas of 

incurred cost, nor their level of compliance nor when they’ve made changes. 
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Figure 0.6 Areas of incurred cost 

 
QC3.What have these costs related to? Base: those who incurred financial costs, 2022 (n=92), 2021 (n=91). 

 
 

Anticipated financial impact 

5.24 Slightly fewer businesses anticipated future costs than in 2021 and a greater proportion did not 

know. A third (33%) thought there would be costs to come while just under a half (47%) did not 

expect to incur any costs. Medium companies were most likely to anticipate costs moving 

forward (58%), and sole traders the least likely (11%). 

Figure 0.7 Expectations of future costs 

 

QC6 Do you envisage that your organisation will incur costs in the future as a result of the Children’s code? Base: all, 2022 

(n=407), 2021 (n=432),  
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5.25 The amount of cost that businesses who either planned to be compliant by the end of 2022 or 

2023 expected to incur were broadly similar to 2021 with the exception that more businesses 

(12%) anticipated spending over £100,000 in the same pattern as with incurred cost. This was 

again driven entirely by large businesses. 

Figure 0.8 Amount of expected cost 

 
QC8/9. How much your organisation envisages spending on making changes? Base: those who envisage incurring financial 

costs in future, 2022 (n=129) 2021 (n=134). 

 

5.26 As with incurred costs, there were drops in the percentage of businesses who expected to incur 

cost on training and development (48% compared with 63%) and third party consultancy costs 

(33% compared to 43%). There were, however, no notable increases in areas of expected cost. 
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Figure 0.9 Expected areas of future cost 

 
QC7 What do you envisage these costs will relate to? Base: those who envisage incurring financial costs in future, 2022 
(n=129) 2021 (n=134). 
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6 Conclusions 

6.1 Most of the differences by type of business observed in this data are driven by business size, 

and there were very few differences by sector and other demographic groupings. This shows 

future guidance and communications should be targeted primarily by size of business. 

6.2 Awareness of the Children’s code has increased overall, driven by increases in awareness 

among micro (1-9 employees) and small (10-49 employees) businesses. However, more in-

depth knowledge of the Children’s code has not increased and businesses often see it as part 

of general GDPR compliance.  

6.3 Many businesses perceive the code as something which has now passed, which may explain 

the levelling off of awareness and changes made as a result of the code. There was a wider 

sense that the code is something that has been subsumed into wider GDPR compliance 

6.4 Businesses did not give a sense that they consider the Children’s code to be a current issue 

and assumed that their current practice must be in line with conformance or else they would 

have heard from the ICO. 

6.5 More businesses now felt that enforcement or penalties were the best way to encourage 

compliance, again suggesting a plateauing of awareness and that hearing about action being 

taken may be the best way to impress urgency. 

6.6 Businesses generally did not find the code difficult to understand or conform with, in many 

cases feeling that doing so was naturally part of their business model and approach. Among 

those that faced barriers, time was most often mentioned. While some businesses assume the 

code to be complex, this was more often the result of not fully engaging with the 

communications around it, rather than the code itself. 

6.7 Larger or medium sized businesses that have compliance specialists tend to find that the code 

is straightforward. The smallest businesses can still find the code daunting as part of a wider 

world of compliance that can seem intimidating and hard to break down into relevant and 

pertinent sections. 

6.8 Businesses did not report notable reputational changes or user changes as a result of the code 

and in general were unable to discern its impact or cost from wider GDPR compliance. It was 

also not something they measured regularly. 

6.9 Although most businesses do not necessarily perceive the code to offer commercial 

opportunities for their business, there is a general consensus that the impact of the code will be 

beneficial for wider stakeholders, in particular parents, guardians and ultimately children 

themselves.  The code was seen to offer reassurance to parents/guardians who are likely to find 

it increasingly difficult to monitor children’s online activity. 

6.10 While more businesses reported incurring costs in the highest bracket compared to 2021, only a 

minority stated the costs were directly related to the code. In general, the number of businesses 

experiencing costs had fallen. 
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7 Appendix 

7.1 Business profiles  

Figure 7.1 Business deliverables and sources of income by size 

 
QS4. Does your organisation provide an online or internet enabled service? QS5. And is the revenue you generate from the 
delivery of online, or internet-enabled, products/services received through…? Base: All 2022 (n=407). 

 
Figure 7.2 Age of target customers and areas of business for those targeting adults 

 
QS7A. Are any of the online, or internet-enabled, products or services that you deliver aimed at specific age groups?. Base: All 

2022 (n=407). S7b. What are these products or services? Base: Those who specifically target over 18s 2022 (n=125). 

 

7.1 A quarter of businesses proactively targeted adults, slightly more targeted children. The largest 

business, and sole traders, were particularly likely not to target specific ages. Games with an 

adult rating were the most common type of product marketed specifically at adults. 
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Figure 7.3 Types of products offered 

 
S10. And which of the following products do you provide online in the UK?  Base: Those who sell products online 2022  
(n=306). 
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Figure 7.4 Types of products offered 

 
S11. And which of the following services do you provide online in the UK? Base: Those who provide services online 2022  

(n=263). 
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 Quantitative Survey  

Children’s code research - Questionnaire J11024 Date 

18/4/23 

 Online and Telephone 

 

ASK ALL 

S1 The research involves a short survey that will take no longer than 15 minutes to 

complete. 

 

 The Information Commissioners Office also known as the ICO, is the UK’s independent 

authority set up to uphold information rights in the public interest. They are seeking to 

explore organisations’ awareness of recent changes to regulation. 

By participating in this research, you will provide valuable insight, helping the ICO to 

better understand the support and guidance that organisations will need to respond to 

the upcoming changes.  

CATI ONLY: The ICO and IFF hold joint responsibility for the use of data until this 

research, and we can provide more information on this should you need it. 

 

 

 

 

 

Privacy reassurances to read if necessary 

IFF research and ICO hold joint responsibility for the processing of data under this 

research. For more information on the ICO’s privacy policy, please visit: 

https://ico.org.uk/global/privacy-notice and particularly the section on responding to 

consultations and surveys. For more information on IFF’s privacy policy please visit: 

https://www.iffresearch.com/privacy-policy/ 

 

Under data protection law, you have the right to have a copy of your data, change your 

data, or withdraw from the research at any point. If you’d like to do this, or find out more, 

you can visit our IFF GDPR policy page: http://www.iffresearch.com/iff-research-gdpr-

policy/ 

 

Your responses will be anonymous, with all data reported in aggregate form.   

Participating in this survey does not affect any obligations you might have to comply 

with under the Data Protection Act 2018, or any other applicable laws or regulations. 
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If you wish to confirm the authenticity of this research or get more information about the 

research, you can contact IFF Research at ICOChildrensCode@iffresearch.com or the 

Market Research Society by calling 0800 975 9596.  

Please be assured that any information you share with IFF will be used for research 

purposes only and will not be passed to the ICO in any way that would allow you or your 

organisation to be identified, or effect your dealings with ICO in anyway unless you 

explicitly agree to this  

 

SHOW THIS SENTENCE ONLY TO THOSE FROM A MEMBERSHIP OR TRADE BODY: 

If you are participating through membership of a trade or professional body, your 

responses will be shared in anonymous and aggregated form with that trade body only.  

 

When completing the survey, please only use the ’next’ button on the page rather than 

the ’back’ and ’forward’ buttons in your browser. You can pause the survey at any time 

by clicking on the pause symbol at the bottom of the screen and can re-enter by clicking 

on the link again.  

To begin, please click on the ‘next’ button below. 
 
 
Your views are important to us and we are very grateful for your help. 

 

  SINGLE CODE 

Yes 1 CONTINUE 

No 2 THANK AND CLOSE 

 

ASK ALL 

S2  Please could you confirm that you have some level of awareness on matters concerning 

information rights and data security compliance within your organisation including 

GDPR, that means you feel able to answer questions on these matters? 

 This may not necessarily mean that you have formal responsibilities for data protection 

compliance within your organisation, but data protection should have some impact on 

your work. 

SINGLE CODE 

Yes 1  

No 2  

 

ASK IF NOT BEST PERSON (S2=1) AND NOT SAMPLE SOURCE 3,4,5 

S3  We would be grateful if you could forward this link to someone at your organisation who 

is in a position to answers questions concerning information rights regulation such as 

GDPR.  

 Thank you for your time. 
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THANK AND CLOSE 

 

ASK ALL 

S4 We’d now like to take you through a few questions relating to your organisation.  

 Does your organisation provide an online or internet enabled service?  

SINGLE CODE 

Yes – products  1 CONTINUE 

Yes - services 2 CONTINUE 

Yes – both products and services 3 CONTINUE 

No  4 THANK AND CLOSE 

 

 

ASK ALL 

S5 And is the revenue you generate from the delivery of online, or internet-enabled, 

products/services received through…? 

SINGLE CODE 

Direct payment or subscription from customers 1  

Generating money from user’s data (e.g. through 

advertising) 
2  

Both 3  

We don’t generate revenue 4 GO TO S6 

 

ASK THOSE WHO DO NOT GENERATE REVENUE (S5 = 4) 

S6 Do other organisations that provide the same types of products or services as you, 

typically generate revenue from them? 

 For example, you provide a charitable service that others providing similar services 

typically charge for.  

SINGLE CODE 

Yes  1 CONTINUE 

No  2 THANK AND CLOSE 

 

S7 DELETED 

ASK ALL 

S7a Are any of the online, or internet-enabled, products or services that you deliver aimed at 

specific age groups? 
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 We understand services may attract a wider audience but we are interested in which age 

groups you actively target. 

SINGLE CODE 

Targeted at people under 18 1 
 

Targeted at people over 18 2 
 

Not targeted at a specific age group 3 
 

 

 

 

ASK IF PRODUCTS OR SERVICES AIMED AT OVER 18S (S7A=2) 

 

S7b What are these products or services? 

SINGLE CODE 

Pornography 1  

Online dating 2  

Games with a PEGI rating or 

equivalent of 18+ 
3  

Gambling 4  

Alcohol 5  

Other WRITE IN 6  

 

ASK ALL 

S7c What steps do you take to verify the age of your users? 

Self-declaration (e.g. typing in date of birth or ticking a 

box) 
1  

Require proof of age (e.g. driving licence, passport) 2  

require credit card information 4  

Other WRITE IN 5  

 

ASK IF NOT AIMED AT CHILDREN (S7A=2/3) 

S8 How likely are those under the age of 18 in the UK to access any of the products or 

services that you offer online? 

SINGLE CODE 
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Very unlikely 1  

Fairly unlikely 2  

Neither likely nor unlikely 3  

Fairly likely 4  

Very likely 5  

Don’t know 6  

 

ASK IF VERY UNLIKELY OR FAIRLY UNLIKELY (S8=1/2) 

S8a Why do you think people under the aged 18 are unlikely to access any of the products or 
services that you offer online? 

 MULTI CODE 

Products and/or services are not marketed at U18s 1  

Use age verification 2  

Website requires information (e.g. a tick box or credit 

card details) 
3  

U18s wouldn’t be interested in products and/or services 4  

Have undertaken research that shows under 18s do 

not use this or similar services 
5  

Other WRITE IN 6  

Don’t know 7  

 

 

SHOW IF VERY UNLIKELY THAT UNDER 18S ARE ACCESSING PRODUCTS OR 

SERVICES (S8=1) 

S8b   Thank you for your help today. We’re seeking to speak in more detail to those who have 

under 18s accessing their products and services. 

ASK IF FAIRLY UNLIKELY OR DK HOW LIKELY TO BE ACCESS BY CHILDREN (S8=2 OR 

6) 

S9 How likely is it that products or services like yours appeal to children under the age of 

18 in the UK? 

SINGLE CODE 

Very unlikely 1 THANK AND CLOSE 

Fairly unlikely 2 THANK AND CLOSE 

Neither likely nor unlikely 3 CONTINUE 

Fairly likely 4 CONTINUE 

Very likely 5 CONTINUE 
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SHOW IF VERY OR FAIRLY UNLIKELY THAT PRODUCT WOULD APPEAL TO UNDER 18S 

(S9=1-2) 

S8b   Thank you for your help today. We’re seeking to speak in more detail to those who have 

under 18s accessing their products and services. 

 

ASK IF SELL PRODUCTS ONLINE (S4=1 OR 3) 

S10   And which of the following products do you provide online in the UK? 

 MULTICODE 

Games devices (including consoles)  1  

Connected toys (internet enabled devices with Wi-Fi, Bluetooth, or 

other capabilities build in) 
2  

Educational products and online learning materials 3  

Magazines, books, and media 4  

Live events and sports tickets 5  

Computer software 6  

Phones and communication devices 7  

Food and consumer goods 8  

Health and fitness services 9  

Other (Please write in) 10  

 

ASK IF PROVIDE SERVICES ONLINE (S4=2 OR 3) 

S11   And which of the following services do you provide online in the UK? 

 MULTICODE 

Online marketplace for third party goods/services  1  

Online gaming / streaming  2  

Music and video streaming    3  

Social media services 4  

Online messaging or voice telephony service 5  

News / education websites / subscription services  6  

Educational Technology 7  

Electronic services controlling connected toys and 

other connected devices 
8  
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Preventative / counselling services 9  

Other WRITE IN 1o  

None of these services 11 THANK AND CLOSE 

 

SHOW IF S11 = 11 (AND NO OTHER OPTION CHOSEN) 

 Thank you for your participation. Preventative and counselling services are not in scope 

for this research and so we will not be needing anymore of your time. Thank you. 

S12 DELETED 

 

ASK ALL 

S13 Roughly, how many employees does your organisation currently employ across all 

sites, in the UK? 

SINGLE CODE 

None – Sole Trader 1 
 

1-9 2 
 

10-49 3 
 

50-99 4 
 

100-249 5 
 

250+ 6 
 

Don’t know 7 
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A.   Awareness of the code 
ASK ALL 

A1 How familiar are you with the Information Commissioners Office, also known as the 
ICO?  

 SINGLE CODE 

Very familiar 1 

Fairly familiar 2 

Not very familiar 3 

Was not aware of the ICO before this survey 4 

 
 ASK ALL 
A2 Are you aware that the Information Commissioner’s Office launched a code that sets out 

a number of standards to ensure that ISS providers’ services appropriately safeguard 
children’s personal data and process children’s data fairly? 

 SINGLE CODE 

Yes  1 

No 2 

 
  ASK ALL 
A3 Have you heard of the Children’s code? This is also known as the Age Appropriate 

Design Code. 

 SINGLE CODE 

Heard of it and have a detailed understanding of what it 

entails 
1 

Heard of it and have an ok understanding of what it entails 2 

Heard of it but do not have a good understanding of what 

it entails 
3 

Never heard of it 4 

 

   

 IF HAVE HEARD OF THE CHANGES (A2 = 1) 

 From now on we will refer to this code as the Children’s code. 
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V1 – AWARENESS DUMMY VARIABLE, DO NOT ASK 

 

Aware of Code or the concept  1 A2 = 1 OR (A3 = 1 OR 2 OR 3) 

Unaware of Code or the concept 2 A2 = 2 AND A3 = 4 

 

 ASK IF AWARE OF THE CODE (V1 = 1) 

A4 Where did you first hear about the Children’s code?  

 SINGLE CODE 

Direct communication from ICO 1 

ICO website 2 

Membership or trade body 3 

Newspaper or news website 4 

Compliance officer   5 

Social media platform 6 

Child advocacy group (e.g. NSPCC) 7 

Internet forum 8 

Family or friends  9 

Other (please write in) 10 

Don’t know 11 

   

 ASK IF AWARE OF THE CODE (V1 = 1) 
A5 Do you think that your organisation has to conform with the Children’s code?  

 SINGLE CODE 

Yes  1 

No 2 

 

 ASK IF AWARE OF THE CODE (V1 = 1) 

A6     To what extent do you agree or disagree with the following statements…? 

 

SINGLE CODE 
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Strongly 

agree 
Agree 

Neither 

agree nor 

disagree 

Disagree 
Strongly 

disagree 

Don’t 

know 

I have a good understanding of the 
theoretical concepts and principles 
within the Children’s code  

1 2 3 4 5 6 

I have a good understanding of the 
practical actions our organisation 
needs to take in order to conform 
with the principles within The 
Children’s code 

1 2 3 4 5 6 

 ASK IF AWARE OF THE CODE (V1 = 1) 

A7 Which of the following do you think are features of the Children’s code?   

 MULTICODE (ROTATE LIST) 

The code applies to online and offline businesses that use 

children’s data 
1 

 

The code is designed to ensure that organisations 

appropriately safeguard children’s personal data and 

process it fairly 

2 

 

The code ensures that organisations in its scope have a 

duty of care to protect children from all possible harms 

when using their products and services 

3 

 

The code only applies to businesses that have offices in 

the UK 
4 

 

The code requires all organisations in its scope to verify 

the specific age of all of their child users 
5 

 

The code supports organisations to meet the best 

interests of the child 
6 

 

The code will expect all organisations in scope of the code 

to conform in the same way, regardless of their sector or 

size 

7 

 

None of the above  8 DO NOT MULTICODE 

Don’t know 9 DO NOT MULTICODE 

   

  

A8 DELETED 

 

 ASK IF AWARE OF THE CODE (V1 = 1) 

A9 What do you think are the key standards of the Children’s code, as it relates to your 
organisation?   

Write in 1  
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 ASK ALL 

A10 We’d now like to give you a brief summary of what the Children’s code is. 

 The code sets out 15 standards of age appropriate design that certain organisations 

need to implement to ensure their services appropriately safeguard children’s personal 

data and process it fairly. 

 Organisations that need to conform with the code include all organisations that provide 

an electronic service that is likely to be accessed by children under 18. This includes 

apps, programs, connected toys and devices, search engines, social media platforms, 

streaming services, online games, news or educational websites and websites offering 

other goods or services to users over the internet. It is not restricted to services 

specifically directed at children and includes those where it is more probable than not 

that children could access the service. 

  

 Based on what you have just read, do you think your organisation (or parts of your 
organisation) needs to conform with the Children’s code?  

 SINGLE CODE 

Yes 1 

No 2 

Don’t know 3 

 
  
 ASK ALL WHO SAY THEY DON’T THINK THEY WILL HAVE TO CONFORM (A10 = 2) 
A11 Why do you think that your organisation does not need to conform with the code? 

 MULTICODE 

Our services are not aimed at children  1 
 

Our services are not likely to be accessed by 

children under 18 
2 

 

We do not handle any personal data 3 
 

Other (please write in) 4  

We already meet the requirements of the code 5 DO NOT MULTICODE 

 

ASK ALL 

A12 Based on what you now know about the Children’s code, to what extent do you think 
your organisation currently conforms with the standards in the code? 

 SINGLE CODE 
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Fully 1 

To large extent, but not fully 2 

To some extent 3 

Not at all 4 

Don’t know 5 

 

 

 

 ASK ALL WHO DO NOT THINK THEY FULLY CONFORM (A12 = 2-5) 

A13 Do you envisage your organisation will make any changes in order to better conform 
with Children’s code? 

 SINGLE CODE 

Yes 1 

No 2 

Don’t know 3 

 
ASK ALL  

A14 Are there any standards or areas of the code you find it particularly difficult to 
understand or comply with?  

 SINGLE CODE 

Yes  1 

No 2 

Don’t know 3 

 

ASK IF AREAS OF THE CODE THEY FOUND  

A15 Why do you find these standards or areas of the code difficult to understand or comply 
with?  

PLEASE WRITE IN  

Don’t know 1 
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B.   Implementation 

B1 DELETED 

B2 DELETED 

B3 DELETED 

 

 ASK ALL 

B4 Has your organisation made any changes to their practices relating to the use of 

children’s (under 18’s) data within the last year? 

 SINGLE CODE 

Yes 1 

No 2 

Don’t know 3 

  

B5 DELETED 

  

 ASK IF THEY HAVE MADE RECENT CHANGES TO PRACTICES (B4 = 1)  

B7 What changes have you or your organisation made in relation to the use of children’s 

(under 18) data, and were they made in response to the Children’s code? 

 MULTICODE 

 

Made in 

response to 

the Children’s 

code 

We had 

started making 

changes 

independent of 

the Children’s 

code 

Don’t know 

Dedicated resources to reviewing the 

code and understanding its 

implications for your organisation 

1 

2 3 

Designing and implementing changes 

to aspects of your service’s user 

experience 

1 

2 3 

Developing approaches for assessing 

the age of users 
1 

2 3 

Reviewing risks to children arising 

from how your products or services 

process their data 

1 

2 3 

Reviewing and redrafting privacy 

information, community standards and 

policies 

1 

2 3 

Developing or reviewing your data 

protection impact assessment 
1 

2 3 

Researching whether children are 

likely to access your service/ how they 

use your service 

1 

2 3 
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Engaging with children, 

parents/guardians or schools 
1 

2 3 

Other change (please write in) 1 
2 3 

ASK IF THEY HAVE MADE RECENT CHANGES TO PRACTICES (B4 = 1) 

 

B8     Are there any other factors that have led you to make changes to your practices relating 

to the use of children’s data within the last year?  

SINGLE CODE 

News articles about children’s privacy or online harms to 

children 
1 

Having children or child relatives/friends yourself 2 

Pre-empting requirements from the upcoming Online 

Safety Bill 
3 

Other WRITE IN 4 

 

ASK IF MADE CHANGES IN THE PAST YEAR (B4=1) 

B8a To what extent has the Children’s code and your work to conform with it, enabled you to 
improve data protection compliance more generally? 

 ADD IF NEC: For example around the use of non-child customer’s data or staff data. 

 SINGLE CODE 

Fully 1 

To large extent, but not fully 2 

To some extent 3 

Not at all 4 

Don’t know 5 

 

 ASK ALL EXCEPT THOSE WHO ALREADY FULLY CONFORM OR SAID THEY DO NOT 

NEED TO MAKE ANY CHANGES (A12 IS NOT 1) OR (A13 IS NOT 2)  

B9 When do you anticipate that your organisation will have made the changes necessary to 
fully conform with the Children’s code? 

 SINGLE CODE 

We already fully conform 1 

By the end of 2022 2 

By the end of 2023 3 
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 From 2023 onwards 4 

Never 5 

Don’t know 6 

 

 ASK IF don’t already conform (B9 = 2,3, 4 OR 5) 

B10 Why do you say that? 

PLEASE WRITE IN  

Prefer not to say 1 

  

 

B11 Which of the following do you think would be most effective in encouraging and 
supervising industry conformance with the code in your sector? 

 SINGLE CODE 

Issuing fines 1 

Publishing good practice case studies 2 

Further guidance 3 

Increased collaboration with other UK regulators and 

government 
4 

Increased collaboration on development of international 

standards relating to children’s data 
5 

Convening industry engagement for peer-to-peer learning 6 

Other WRITE IN 7 

Don’t know 8 
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C    Impact of the code 

  

 ASK IF NEED TO MAKE CHANGES (A13=1) 

C1 You mentioned earlier that your organisation needed to make changes to conform with 
the Children’s code. Were the necessary changes  done…?  

 SINGLE CODE 

In-house 1 
 

By a third party 2 
 

By a mixture of in-house and third parties 3 
 

Don’t know 4 
 

 

 ASK IF AWARE OF THE CODE (V1 = 1) 

C2 Has your organisation incurred any financial costs, including staff time or loss of 
revenue, to date, as a result of the Children’s code? 

 SINGLE CODE 

Yes 1 

No 2 

Don’t know 3 

 

  

ASK IF HAVE INCURRED FINANCIAL COSTS (C2=1) 

C2a To what extent is the Children’s code driving these costs? 

 SINGLE CODE 

Costs are fully driven by the Children’s code 
1 

 

Costs are mostly driven by the Children’s code but partly 

other factors too 
2 

 

Costs are only partly driven by the Children’s code but 

mostly other factors 
3 

 

Don’t Know 
4 

 

 

 

 ASK IF INCURRED FINANCIAL COSTS (C2 = 1) 

C3 What have these costs related to?  

 MULTI CODE 

Staff time investigating/researching what is required 1 
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Training and development  2 
 

Developing internal data plans/procedures  3 
 

Third party/consultancy costs  4 
 

Business model changes 5 
 

Having to change or redesign existing products / services 6 
 

Reviewing risks to children arising from how your products 

or services process their data 
7 

 

Reviewing and redrafting privacy information, community 

standards and policies 
8 

 

Developing or reviewing your data protection impact 

assessment 
9 

 

Loss of revenue 10 
 

Other (please write in) 11 
 

Don’t know 12 DO NOT MULTICODE 

  

 ASK IF INCURRED FINANCIAL COSTS (C2 = 1) 

C4 Are you able to provide an estimate, in pounds sterling, and including staff time, of how 
much your organisation has spent so far on making changes in relation to the Children’s 
code?  

Please enter £  

Don’t know 1 

 

IF DON’T KNOW COST (C4 = 1)  

C5     Are you able to provide an estimate using the ranges below? 

SINGLE CODE 

£1,000 or less 1 

£1,001 to £2,000 2 

£2,001 to £3,000 3 

£3,001 to £5,000 4 

£5,001 to £10,000 5 

£10,001 to £20,000 6 

£20,001 to £50,000 7 

£50,001 to £100,000 8 

£100,000 to £500,000 9 

More than £500,000 10 

Don’t know 11 

Prefer not to say 12 
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 ASK ALL 

C6 Do you envisage that your organisation will incur costs in the future as a result of the 
Children’s code? 

 SINGLE CODE 

Yes 1 

No 2 

Don’t know 3 

 

  

 ASK IF ENVISAGE INCURRING FINANCIAL COSTS IN THE FUTURE (C6 = 1) 

C7 What do you envisage these costs will relate to (IF more than one listed) and which of 
the costs you have listed will be the most costly?  

 MULTI CODE 

Staff time investigating/researching what is required 1 
 

Training and development  2 
 

Developing internal data plans/procedures  3 
 

Third party/consultancy costs  4 
 

Business model changes 5 
 

Having to change or redesign existing products / services 6 
 

Reviewing risks to children arising from how your products 

or services process their data 
7 

 

Reviewing and redrafting privacy information, community 

standards and policies 
8 

 

Developing or reviewing your data protection impact 

assessment 
9 

 

Other (please write in) 10 
 

Don’t know 11 DO NOT MULTICODE 

 

 ASK IF ENVISAGE INCURRING FINANCIAL COSTS IN THE FUTURE (C6 = 1) 

C8 Are you able to provide an estimate, in pounds sterling and including staff time, of how 
much you envisage spending on making changes in relation to the Children’s code?  

Please enter £  

Don’t know 1 
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IF DON’T KNOW COST (C8 = 1)  

C9     Are you able to provide an estimate using the ranges below? 

SINGLE CODE 

£1,000 or less 1 

£1,001 to £2,000 2 

£2,001 to £3,000 3 

£3,001 to £5,000 4 

£5,001 to £10,000 5 

£10,001 to £20,000 6 

£20,001 to £50,000 7 

£50,001 to £100,000 8 

£100,000 to £500,000 9 

More than £500,000 10 

Don’t know 11 

Prefer not to say 12 

 

 ASK ALL EXCEPT THOSE WHO ALREADY FULLY CONFORM OR SAID THEY DO NOT 

NEED TO MAKE ANY CHANGES (A12 IS NOT 1) OR (A13 IS NOT 2)  

C9a Are there any internal or external barriers, relating to your organisation conforming with 
the Children’s code?  

 SINGLE CODE 

Yes 1 

No 2 

Don’t know 3 

  

 ASK THOSE WHO PERCEIVE BARRIERS (NEWC10a = 1) 

 

C9b What are these barriers? 

PLEASE WRITE IN  

Don’t know 1 

 

C10 DELETED 

C11 DELETED 
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 ASK ALL 

C12 Have you realised, or do you envisage, any opportunities for your organisation as a 
result of implementing the Children’s code?  

  SINGLE CODE 

Yes 1 

No 2 

Don’t know 3 

 

 ASK THOSE WHO PERCEIVE OPPORTUNITIES (C12 =1) 

C13 What opportunities do you envisage? 

PLEASE WRITE IN  

Don’t know 1 

 

C14 Overall, what do you think the code’s impact will be for the following groups? 

SINGLE CODE 

 

 
Very 

positive 

Somewhat 

positive 

Neither 

positive 

nor 

negative 

Somewhat 

negative 

Very 

negative 

Your organisation 1 
2 3 4 5 

Your sector 1 
2 3 4 5 

Your child users 1 
2 3 4 5 

Your general users 1 
2 3 4 5 

Parents/guardians 1 
2 3 4 5 

 

ASK ALL 

C15 Which of the following data-related activities do you think pose the greatest risks to 
children, in your sector  

  MULTICODE 

 
High 

Risk 

Medium 

Risk 

Low 

Risk 

Age estimation and account verification 1 
2 3 

Enabling data to be shared between users 1 
2 3 

Approaches to enforcing online policies and community 

standards 
1 

2 3 
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The design of privacy information and settings 1 
2 3 

Sharing children’s data with third parties 
1 

2 3 

Personalised or “targeted” adverts 
1 

2 3 

Personalised or “targeted” content recommendations 1 
2 3 

Tracking children’s location 1 
2 3 

Parental controls for tracking children’s online activity 1 
2 3 

Don’t know 1 
2 3 

 
 
 

D.   Support 
 

 D 

 

D1 DELETED 

D2 DELETED 

D3 DELETED 

D4 DELETED 

 

ASK IF AWARE OF THE CODE (V1 = 1) 

D5    Where do you go for support in complying with, or more information about, the 

Children’s code? 

MULTI CODE 

ICO 1  

Membership organisation (eg. chambers of commerce) 2  

External support (eg. Consultants or law firms) 3  

I don’t seek support 4 DO NOT MULTICODE 

- Other (please specify) 5  

 

 

ASK IF GO TO ICO FOR SUPPORT (D5 =1) 

D8 How satisfied or dissatisfied are you with the ICO’s support and engagement? 

 SINGLE CODE 

Very satisfied 1 
 

Fairly satisfied 2 
 

Neither satisfied nor dissatisfied 3 
 

Fairly dissatisfied 4 
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Very dissatisfied 5  

Don’t know 6  

 

D9 DELETED 

 

ASK ALL 

D10 If there any further guidance/support you would want to see from the ICO, what would it 
be? 

 SINGLE CODE 

Write in 1 
 

 

 

  E.    Demographics 
 

 

E1 DELETED 

ASK ALL 

E2 Finally, we’d just like to ask you a few questions to build up a bit more detail about your 
organisation. 

 What, approximately, was the income of your organisation in your last financial year? 

 Please include turnover and investment. 

 SINGLE CODE 

£1-£49,999 1  

£50,000-£84,999 2  

£85,000-£99,999 3  

£100,000-£249,999 4  

£250,000-£499,999 5  

£500,000-£999,999 6  

£1,000,000-£1,999,999 7  

£2,000,000-£4,999,999 8  

£5,000,000-£9,999,999 9  

£10,000,000-£24,999,999 10  

£25,000,0000+ 11  

Don’t know 12  

Prefer not to say 13  
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ASK ALL 

E2a What is the main activity of your business? 

 SINGLE CODE 

Write in 1 
 

 

ASK ALL 

E3 Where is your organisation’s head office based? 

 SINGLE CODE 

England 1 

Wales 2 

Scotland 3 

Northern Ireland 4 

Outside of the UK 5 

Don’t Know 6 

Prefer not to say 7 

 
E4 DELETED 

 

 

ASK ALL EXCEPT THOSE WITH A HEAD OFFICE OUTSIDE OF THE UK (E3 IS NOT 5) 

E5 Does your organisation operate outside of the UK? By which we mean that staff are 
employed by your organisation in areas other than the UK. 

 SINGLE CODE 

Yes 1 

No  2 

Don’t know 3 

 
ASK ORGANISATIONS WHO HAVE AN OPERATION OUTSIDE OF THE UK (E3 = 5 OR E5 = 

1) 
E6 Roughly, how many employees does your organisation currently employ globally, 

across all sites in the UK and outside of the UK? 

 SINGLE CODE 

None – Sole Trader 1 
 

1-9 2 
 

10-49 3 
 

50-99 4 
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100-249 5 
 

250+ 6 
 

Don’t know 7 
 

 
 
 
ASK ALL 

E7 Have you heard of the data protection laws that apply in the UK: the GDPR and Data 
Protection Act? 

 SINGLE CODE 

Heard of them and have a detailed understanding of what they entail 1 
 

Heard of them and have an ok understanding of what they entail 2 
 

Heard of them but do not have a good understanding of what they entail 3 
 

Never heard of them 4 
 

 
 ASK ALL 

E7a Have you heard of the online safety bill? 

 SINGLE CODE 

Heard of it and have a detailed understanding of what it entails 1 
 

Heard of it and have an ok understanding of what it entails 2 
 

Heard of it but do not have a good understanding of what it entails 3 
 

Never heard of them 4 
 

 
ASK ALL 

E8 Are you registered with the ICO or do you pay data protection fee? 

 SINGLE CODE 

Yes 1 
 

No 2 
 

Don’t know 3 
 

 
 
 
F.   Thank and close 
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 ASK ALL 

F1 Thank you very much for your time, that is now the end of the survey. Would you be 
willing for the Information Commissioners Office to re-contact you for further research 
into your experiences of the Children’s code? Note: this will involve passing on your 
contact details to the Information Commissioners Office 

  

 SINGLE CODE 

Yes 1 

No 2 

 

 ASK IF WILLING TO BE RE-CONTACTED (F1 = 1) 

F2 Please can you write in below the best telephone number and email address to contact 
you on for future research? 

 These details will only be used to contact you in relation to further research studies for 
the Information Commissioners Office. 

WRITE IN EMAIL ADDRESS 1 ALLOW REFUSAL 

WRITE IN TELEPHONE NUMBER 2 ALLOW REFUSAL 

 

 

SHOW FOR ALL  

Thank you – on behalf of IFF Research and the Information Commissioners Office, for 

your invaluable feedback, your time and input is much appreciated. We would just like to 

confirm, your responses to this survey are anonymised: all names and contact details 

are deleted at the earliest opportunity – and no more than 12 months from now.  

If you would like more information about the legal basis for you taking part, what we do 

with your data, and the rights that you have, you can visit our IFF GDPR policy page: 

http://www.iffresearch.com/iff-research-gdpr-policy 
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7.3 Quantitative Survey  

ICO Children’s code Research: Qualitative Topic Guide 
 J11985 Date 

18/4/23 

 Zoom / Teams / Tel – 60 

minutes 

 

 

A Introduction (2 minutes) 

• Interviewer and IFF introduction and background: Thank you for 

agreeing to take part in this interview.  I’m [name] from IFF Research.  

We’re a completely independent research organisation.  

• MRS Code of Conduct: IFF Research operates under the strict 

guidelines of the Market Research Society’s Code of Conduct.  We will 

not pass any of your details on to any other companies.  

• Confidentiality: Your participation in this research is strictly 

anonymous. ICO will not know which individuals or businesses IFF have 

spoken to, unless you give us express permission to do so.  All the 

information we collect will be kept in the strictest confidence and used 

for research purposes only.  

• Reporting findings: Our report will use anonymised quotes but won’t 

mention anything that could identify you or your business. 

• Incentive: As a thank you for your time we will make a £40 donation to 

a charity of your choice from a shortlist of five. I will say more about this 

at the end of the interview. 

• This interview: The interview will take around 50 – 60 minutes to 

complete, depending on how much you have to say. I’d be very grateful 

if you could answer all of my questions today, but participation is of 

course completely voluntary, so if there is something you don’t wish to 

answer, it’s fine just to say so. 

• Data use: Under UK General Data Protection Regulations (UK GDPR) 

you have the right to have a copy of your data, change your data or 

withdraw from the research at any point.  

   Based on this information, are you happy to continue? 

Yes 1 

No 2 

• Permission to record:  Are you happy for me to record the interview. 

This is just to save me having to write down today everything you say. 

PROCESS NOTES: 

The purpose of this 

section is to thank 

the participant for 

agreeing to 

participate in the 

research and 

introduce them to its 

aims and objectives. 

It is also to obtain 

permissions for 

recording / sharing 

recording. 
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The recording will be stored on an encrypted area of our server at IFF 

and only the IFF researchers will have access to it. It will be destroyed 

at the end of the research. 

Yes 1 

No 2 

• Permission to share recording with ICO:  And would you be happy 

for us to share the recording of the interview with ICO? This is just so 

they can see how the first few interviews are working and whether they 

need to ask any further questions to capture the information they need. 

Your answer to this question will not affect your ability to take part in 

anyway. 

Yes 1 

No 2 

• Permission to share transcript with ICO:  Finally, would you be 

happy for us to share an anonymised transcript of the interview with 

ICO? Anything that would identify you or your organisation would be 

removed so they would not know who had completed the interview. 

Yes 1 

No 2 
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B Background (5 minutes) 

ASK ALL 

I’d like to start the interview by getting to know a little bit more about 

your organisation and the type of work you do… 

 

S8 Firstly, could you give me a very brief overview of your 

organisation? 

PROBE IN TERMS OF: 

• Main activity where they are likely to use children’s data  

• Size / scale 

• Sector / specialisms 

 

S9 And what is your role within the organisation? 

PROBE IN TERMS OF: 

• Job title 

• Main role / responsibilities  

• How much time spent dealing with regulation/compliance? 

 

FOR THOSE WITH DESIGN FOCUSSED ROLE (FROM SCREENER) IF NOT 

ALREADY COVERED: 

• Could you tell me a bit more about the design elements of your role 

and what they entail  

 

PROCESS 

NOTES: This 

section is part 

warm up, part 

context. 

 

 

 

 

 

 

 

 

 

 

 

 

  

Case 5:22-cv-08861-BLF   Document 51-4   Filed 04/21/23   Page 210 of 220



Evaluating the Children’s code – An Industry Perspective 

11985  |  Public  |  Page 80 of 89 

C IMPLICATIONS OF THE CHILDRENS CODE (20 

mins) 

 

ASK ALL 

C1 Thanks for that.  I would now like to talk a bit about the Children’s 

code 

Although this was covered in the initial interview you did a couple of 

months ago, I would just like to refresh your memory of what the 

Children’s code sets out. 

          The code sets out 15 standards of age appropriate design that 

certain organisations need to implement to ensure their services 

appropriately safeguard children’s personal data and process it 

fairly. 

 Organisations that need to conform with the code include all 

organisations that provide an electronic service that is likely to be 

accessed by children under 18. It is not restricted to services 

specifically directed at children and includes those where it is more 

probable than not that children could access the service. 

 It came into force on 2nd September 2020 and relevant 
organisations had until September 2021 to show they conform with 
the Code. 

I understand some of this was covered by the initial interview, but it 

would be great if you could just give a brief overview of the extent to 

which your organisation has engaged with the Children’s code so 

far, and your personal understanding of it? 

PROBE: 

• Were you aware of it before the initial interview? 

• How would you rate your understanding of it now? (Tick option selected 

below) 

Heard of it and have a detailed 

understanding of what it entails 

 

Heard of it and have an ok 

understanding of what it entails 

 

Heard of it but do not have a 

good understanding of what it 

entails 

 

Never heard of it  

 

PROCESS 

NOTES: This 

section explores 

some 

discussion of 

the 

organisations 

engagement 

with the 

Children’s code 

and then looks 

at how the 

effect its had on 

businesses 
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C2 What steps has your organisation taken to comply with it so far? 

C3 Do you use age assurance technologies? 

• If yes, which? 

• What has your experience of them been? 

• What impact has the code had on your use of them? 

• To what extent did they help with the changes you made to the code? 

 

C4 What changes have applying the standards of the code made to your 

services? 

• How large are these changes? 

• How difficult have they been to make? 

C5 What has been the effect of these changes? 

• Is there any change to what services they offer? 

• Have they seen any positive or negative reactions from users? 

C6 Have these changes had an impact on number of users/amount of 

revenue? 

• Does the website see more or less traffic? 

• Is there a change in the demographic of users (i.e. more or fewer 

children) 

C7 Have there been any changes to user satisfaction of the website? 

• What are these changes? Positive or negative? 

• How do they measure these? (feedback form? or unprompted 

comments? 

C8 What effect has making these changes had on your reputation? 

• Do users feel safer? 

• Has making the changes helped to generate more trust from users? 

C9 Have they had an effect on the user’s experience? 

• Has it affected how easy or quick the website is to use? 

• Have you had any direct feedback on this? 

C10 Do you have any other evidence of impact that making these 

changes has had on your reputation and user satisfaction? 

C11 To what extent has making these changes been a burden? 

• What burdens have there been? Financial? Logistical? Managing 

information gaps? 

• How have they been negated? 

• Is there anything that could have helped ease these burdens? 

C12 What were the financial implications of the code? 

• Staff time? Needing to outsource work e.g. to a web designer 
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• To what extent have you been able to measure these? 

• How have the costs incurred compared with what you expected? 

C13 To what extent has the Children’s code contributed to these 

changes/impacts? 

C14 What other factors have contributed to these changes?  
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D Information and guidance – the Code Hub (20 mins) 

D1 Thanks for that.  I would now like to move on to talk about the role 

of support and guidance in engaging with regulations.  

When looking for support to engage with regulation, what needs do 

you have? 

PROBE: 

• Guidance on how to comply with rules 

• Information on the consequences of not complying with the rules, 

and/or benefits of complying  

• Resources that support you to tell colleagues about regulation  

• Resources that support you to tell customers about regulation  

 

D2 And now thinking about support and guidance around the 

Children’s code, to date have you sought any support on the 

Children’s code? And if so, where did you seek support? 

PROBE: 

• The ICO website 

• The Children’s code Hub 

• Children’s code best interests guidance 

• ICO Helplines 

• ICO email 

• ICO social media accounts 

• External sources such as government websites 

 

ONLY ASK OF THOSE WHO DID SEEK GUIDANCE 

D3 How useful you find the information? 

• Why? Why not useful? 

• What makes information/guidance useful for you? 

 

ASK ALL 

D4 IF MENTION LOOKING AT THE CODE HUB: 

You mentioned that you’ve already looked the Children’s code Hub 

on the ICO’s website, I’d like you to look at the Hub again, with me, 

so that I can ask you some questions about it. 

IF HAVEN’T LOOKED AT THE CODE HUB: 

Now I would like to show you some information on the ICO’s 

website and in particular their Children’s code Hub.  

PROCESS 

NOTES: This 

section aims to 

gather insights 

that inform the 

content for code 

guidance under 

development. It 

will also help to 

better understand 

how to frame, 

sequence and 

present guidance 

supporting 

organisations to 

conform with the 

Children’s code. 

 

 

PLEASE 

ACCESS Code 

Hub webpage 

here: 

Children’s 
code hub | 
ICO 
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INTERVIEWER TO SEND LINK TO CODE HUB OVER ZOOM CHAT.  

I’m going to send you a link to a website, and if possible I’d like you 

to follow the link and then share your screen. [IF NOT POSSIBLE / 

NOT WILLING, INTERVIEWER TO SHARE SCREEN AND 

RESPONDENT TO TALK THROUGH WHAT THEY WOULD DO]   

I’ll give you a few minutes to have a look through the webpage, and 

if you could just imagine you have come to the page for guidance, 

please follow the steps you think you’d take in that event. Talk me 

through our experience of the webpage – there are no right or 

wrong answers and your honest views are really important to us. 

INTERVIEWER TO NOTE DOWN WHERE RESPONDENT CLICKS / 

EXPLORES 

 

What information or guidance would you seek out first on this site? 

 

D5 Is there any information you think is particularly useful? 

PROBE: 

• Would you/did you use the DIPA template? 

• The FAQ’s – did they have the right level of depth / content?  

• Were there any FAQ’s you thought were missing? 

• What did you think about the best interest self-assessment? Could it 

be improved? 

 

D6 Is there any information you think is not useful or is missing? 

 

D7 How could the Hub content be improved? 

PROBE: 

• Could the structure be changed? 

• The inclusion of self-assessment tools? What should they assess? 

How would they help? 

• A sequential/modular approach rather than all resources available on 

one landing page? 

• What formants for content would be useful? (Video, slide decks, 

infographics) 
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E Approaches to managing risks (15 mins) 

ASK ALL 

E1 I’d now like to turn to risk management and ask you some questions 

about your approach to it. 

How do you currently approach risk management for your products / 

services?  

PROBE: 

• Who is involved in the decision making? 

• Does this risk management approach change for your child users, or 

potential child users?  

• If so, how does it change? 

• Or does it remain the same for all users? 

 

E2 What are the biggest challenges for you going through this process? 

 

E3 I would like to show you some information again, this time a risk 

management tool that the ICO have put together to help organisations 

in managing risk.   

INTERVIEWER TO SHARE SCREEN SHOWING CHILDREN’S CODE RISK 

MANAGEMENT TOOL.  

I’m just going to give you a quick tour of the tool – I don’t expect you to 

read the information but just to get a sense of the type of information 

that it contains. 

INTERVIEWER TO SCROLL THROUGH THE TOOL POINTING OUT WHAT 

THE COLUMN HEADINGS ARE AND SOME EXAMPLES OF WHAT SOME 

OF THE ROWS CONTAIN 

Do you think a tool such as this is something that you would use? 

 

E4 What parts of it would be useful? 

 

E5 Is there any information you think is not useful or is missing? 

 

E6 Could the structure of the tool be modified to further meet your needs? 

PROBE: 

• If so, how? 

• Could it be formatted differently?  

• Could it be framed differently? 

E7 How could the ICO communicate such a  tool to you / encourage you to 

use it? 

PROCESS 

NOTES: This 

section aims to 

gather insight to 

inform the 

development of risk 

assessment 

guidance.  

 

 

 

 

PLEASE ACCESS 

Children’s code 

Self-Assessment 

Risk Tool: 

https://ico.org.uk/m

edia/for-

organisations/docu

ments/4020178/chil

drens-code-self-

assessment-risk-

tool.xlsx 
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F How designers engage with the Code (10 mins) 

ASK THIS SECTION OF THOSE IN A DESIGN ROLE ONLY (B3 = 1) 

F1 Finally, I’d just like to ask you some questions focussing on the design 

elements of your role. 

How do you feel the Code has or will impact your design work?  

PROBE: 

• Scale of impact 

 

F2 What standards or codes do you use as benchmarks in your design 

work? 

PROBE: 

• How do you ensure your design work conforms to these? 

• How confident do you / would you feel about ensuring your designs conform 

with the Code? 

F3 What are the main factors you consider when it comes to design? 

• Is it user experience? Functionality? User safety? Reputation? 

F4 What impact has the interests of children had on your design work? 

• How important are the interests of children as part of design? 

• What aspects of their user experience do they consider? 

• What design considerations have they made for the safety and protection of 

child users? 

 

F5 Where do you see the biggest challenges to implement the Code from a 

design perspective? 

PROBE: 

• Understanding who is responsible for what aspects of compliance – and 

having personal agency to make changes  

• Understanding how regulations translate into design 

principles/obligations/success metrics  

• Specific code design challenges (e.g. providing child-friendly privacy 

information/choices, understanding/mitigating design-related risks to 

children, designing effective online tools for children)  

 

F6 Have you encountered challenges when creating digital services for 

young people? 

PROBE: 

• If so, has the Code helped you or clarified best practice in this instance? 

• Has it played any other role when encountering these challenges? 
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F7 How could the ICO provide better support to help you understand and 

implement the Code? 

PROBE: 

• Would it be helpful to have guidance specifically aimed at designers? 

• Forming peer-to-peer communities of designers  

• Setting design challenges  
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G Summary and wrap-up (2 min) 

 

F8 Is there anything else that you think would be useful for the ICO to 

know on the topics discussed today? 

ASK IF SAID YES TO SHARING RECORDING OR TRANSCRIPT 

WITH ICO 

F9 Thank you. And just to confirm, are you still happy for us to share 

[INSERT AS APPROPRIATE: The recording of this interview / an 

anonymised transcript of this interview] with ICO? 

 
Yes 

 

 
No 

IF NO – which part is there 
no longer 
permission for? 

 

F10 As you know, IFF Research would like to make a £40 donation to a 

charity on your behalf as a thank you for taking the time to 

participate in this research. 

          Which of the following charities would you like to donate to? 

British Heart Foundation  

MacMillan Cancer Support  

Shelter  

Great Ormond Street Hospital  

Celia Hammond Animal Trust  

On behalf of the ICO and IFF Research, thanks very much for taking the 

time to take part in this research. 

Just to confirm, we’ll be keeping your anonymised responses to the 

interview for analysis purposes and if you’d like a copy of your data, to 

change your data or for your data to be deleted then please get in 

contact with Luke Catterson at luke.catterson@iffresearch.com. 

IF NECESSARY: 

You also have a right to lodge a complaint with the Information 

Commissioners Office (ICO) and you can do so by calling their helpline 

on 0303 123 1113.  

PROCESS 

NOTES: The 

purpose of this 

section is to 

thank the 

respondent and 

close the 

interview. 

 

 

 

I declare that this survey has been carried out under IFF instructions and within the rules of the MRS 
Code of Conduct. 

Interviewer signature: 

Finish time: 
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5th Floor 
St. Magnus House 

3 Lower Thames Street 
London 

EC3R 6HD 
Tel: +44(0)20 7250 3035 
Website: iffresearch.com 

Contact details:  
 
 
 
 

 

 

 

IFF Research illuminates the world for organisations 
businesses and individuals helping them to make better-
informed decisions.” 
Our Values: 

1. Being human first: 
Whether employer or employee, client or collaborator, we are all humans first and 

foremost. Recognising this essential humanity is central to how we conduct our 

business, and how we lead our lives. We respect and accommodate each individual’s 

way of thinking, working and communicating, mindful of the fact that each has their own 

story and means of telling it. 

2. Impartiality and independence: 
IFF is a research-led organisation which believes in letting the evidence do the talking. 

We don’t undertake projects with a preconception of what “the answer” is, and we don’t 

hide from the truths that research reveals. We are independent, in the research we 

conduct, of political flavour or dogma. We are open-minded, imaginative and 

intellectually rigorous. 

3. Making a difference: 
At IFF, we want to make a difference to the clients we work with, and we work with 

clients who share our ambition for positive change. We expect all IFF staff to take 

personal responsibility for everything they do at work, which should always be the best 

they can deliver. 

“
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ROB BONTA 
Attorney General of California 
ANYA M. BINSACCA, SBN 189613 
Supervising Deputy Attorney General 
NICOLE KAU, SBN 292026 
ELIZABETH K. WATSON, SBN 295221 
Deputy Attorneys General  
455 Golden Gate Avenue, Suite 11000 

San Francisco, CA  94102-7004 
Telephone:  (415) 510-3847 
E-mail:  Elizabeth.Watson@doj.ca.gov 

Attorneys for Defendant 
 

 

IN THE UNITED STATES DISTRICT COURT 

FOR THE NORTHERN DISTRICT OF CALIFORNIA 

SAN JOSE DIVISION 

NETCHOICE, LLC d/b/a NetChoice, 

Plaintiff, 

 v. 

ROB BONTA, ATTORNEY GENERAL OF 
THE STATE OF CALIFORNIA, in his 
official capacity,  

Defendant. 

5:22-cv-08861 

DECLARATION OF JENNY S. 

RADESKY, MD IN SUPPORT OF 

DEFENDANT’S OPPOSITION TO 

PLAINTIFF’S MOTION FOR 

PRELIMINARY INJUNCTION 
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I, Jenny S. Radesky, MD, declare and state as follows: 

1. I submit this declaration in support of Defendant’s Opposition to Plaintiff’s 

Motion for Preliminary Injunction.  

BACKGROUND & QUALIFICATIONS 

1. I am a tenured Associate Professor of Pediatrics and Director of the Division of 

Developmental Behavioral Pediatrics at University of Michigan Medical School and C.S. Mott 

Children’s Hospital. In this role, I lead a team of 10 clinicians and researchers who aim to 

understand, treat, and advocate for children’s developmental, emotional, and educational needs. 

This work requires theoretical and practical knowledge about child development, parent-child 

relationships, and the ways children’s individual differences – such as self-regulation, executive 

functioning, literacy and language processing, trauma exposure, or attachment insecurity – shape 

the way they interact with their families and environments. It also requires understanding how 

complex systems where children spend considerable lengths of time – such as educational and 

health systems – adapt to the needs of children to keep them safe and optimize outcomes.  

2. I am a board-certified practicing Developmental Behavioral Pediatrician with 

clinical expertise in developmental delays, autism spectrum disorder, attention deficit 

hyperactivity disorder, mood dysregulation, disruptive behavior disorders, learning disabilities, 

intellectual disability, parent-child relational problems, and trauma/stressor-related disorders. I 

have helped build clinical programs that address the growing behavioral health needs of children 

in Michigan, including a multidisciplinary autism assessment clinic, an early autism recognition 

program in primary care offices, and a school advocacy team. I work closely with legal 

advocates, clinical psychologists, special educators, and outpatient therapists to coordinate care 

for complex patients, and therefore understand the multiple levels of children’s experiences that 

contribute to their health and well-being.  

3. I have been researching and publishing in the field of child social-emotional 

development and digital media for the past 15 years. My research areas include: 1) how early 

childhood media use is linked with emotion regulation and executive functioning; 2) how parent 

smartphone use affects parenting stress, parent-child interaction, and child social-emotional 
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development; 3) how parents and children use mobile devices, using passive sensing methods to 

capture data directly from smartphones and tablets; 4) analysis of educational content/interactive 

design, including manipulative “dark pattern” design, in apps and platforms popular with 

children; 5) assessment of the amount, type, and design of advertising in apps and platforms used 

by children; 6) examination of data collection by apps used by young children, and how this 

differs by child socioeconomic status; and 7) interviewing parents children about their 

conceptualizations of digital privacy and persuasive design. I also mentor a number of pediatric 

trainees and doctoral students who study topics including smart home design, child-computer 

interaction (i.e., how different design affordances influence child behavior and parent-child 

interaction), and child wellbeing during remote schooling.  

4. I have published 57 peer-reviewed articles (in addition to 6 under review or in 

press), many in high-impact journals such as Journal of the American Medical Association, 

Pediatrics, JAMA Pediatrics, and Pediatric Research. I have also published 19 non-peer-

reviewed articles, 6 book chapters, and am the editor of a developmental behavioral pediatrics 

textbook, Encounters with Children, 5th Edition (to be published in 2024). My published research 

has been cited 8972 times, and my current h-index is 34 (i10-index 48).  

5. I founded and run a research program on children and media at the University of 

Michigan Medical School, studying how modern forms of digital media – including smartphones, 

tablets, interactive apps, mobile games, advertising, and video-sharing platforms like YouTube – 

and their unique design affordances influence child social-emotional development. I have a strong 

track record of funding from the Eunice Kennedy Shriver National Institute of Child Health and 

Development (NICHD), including: a K23 Career Development Award in 2017 ($831,232), which 

is a 5-year award providing research training; an R03 award ($155,584) in 2018 examining how 

design affordances of interactive media shape parent-toddler verbal and social interactions; an 

R21 award ($427,750) in 2018 examining mobile device use and social-emotional development in 

3-4-year-olds; and an R41 Scientific Technology Transfer Research award from NICHD 

($150,000) to develop a passive sensing app, Chronicle, which I use in my research to measure 

app and device usage by children and parents. I currently am funded by two large-scale grants 
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from NICHD, including an R01 award ($3,538,615) that examines associations of media use with 

executive functioning development in toddlers, and a P01 multi-site award ($279,142). Over the 

past 7 years, I have also received funding from several internal university grants, nonprofit 

organizations like Common Sense Media and the Boston Children’s Hospital Digital Wellness 

Lab, and the Blue Cross Blue Shield Foundation. As a researcher, I understand the ethical and 

privacy standards around collection, storage, and destruction of sensitive data about children.  

6. Throughout my research career, I have sought cross-disciplinary collaborations 

with computer engineers, information scientists, privacy researchers, developmental 

psychologists, public health researchers, and policy-oriented researchers in the United States 

(U.S.) and internationally, so that my research can reflect the complex ways children interact with 

modern media. Through these collaborations, my knowledge has extended beyond pediatrics into 

understanding data collection and marketing methods, how app-based data is collected and stored, 

monetization practices (e.g., in-app purchases, advertising) used in digital products, and how 

policy changes might impact business practices.  

7. I have intentionally designed my research studies so that they can easily be 

translated into practical parenting approaches or policies. My research has directly informed the 

Bright Futures Guidelines for Pediatric Health Supervision, multiple American Academy of 

Pediatrics (AAP) policy statements, petitions and complaints to the Federal Trade Commission 

(FTC) regarding manipulative advertising and interactive design in children’s apps, and has been 

cited in U.S. Congressional testimony. 

8. I have also served in a leadership role at the AAP since 2015, when I was recruited 

to join the Executive Committee of the AAP Council on Communications and Media. I was lead 

author on two AAP policy statements – Media and Young Minds (2016)1 and Digital Advertising 

to Children (2020)2 – which included exhaustive reviews of the research literature on children 

and digital media. I have been elected Vice Chair of this Council and will assume the role of 

Chair in July 2023. Under my leadership, the AAP has broadened its digital media guidance to 

 
1 Radesky, Jenny and Christakis, Dimitri. "Media and young minds." Pediatrics 138.5 (2016). 
2 Radesky, Jenny, et al. "Digital advertising to children." Pediatrics 146.1 (2020). 
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not only recommend behavior change by pediatric clinicians and families, but also recommend 

changes in technology policy and digital design.  

9. Through the AAP and as an independently-solicited research and clinical expert, I 

have provided guidance to parents about healthy relationships with technology through my work 

with HealthyChildren.org, PBS Parents, Common Sense Media, and CNN. I also designed the 

AAP Family Media Plan, an online tool to help parents develop balanced relationships with 

media. My work has been referenced in U.S. and international media outlets, including Time 

Magazine, the New York Times, the Today Show, the Huffington Post, WIRED, CBS News and 

NPR, among others.  I offered guidance specific to families coping during the COVID-19 

pandemic through my work with Noggin, Scary Mommy, Common Sense Media, and the 

University of Michigan C.S. Mott Children’s Hospital. 

10. I now serve as the Co-Medical Director of the AAP’s Center of Excellence on 

Social Media and Youth Mental Health. This Center was founded in 2022 and funded by the 

Substance Abuse and Mental Health Services Administration. The Center will engage with high-

level stakeholders to create and disseminate resources on healthy social media use to youth, 

caregivers, teachers, clinicians, and others who support youth wellbeing.  

11. Based on my expertise in children and digital technology, I am regularly invited to 

speak at both medical and technological conferences nationally and internationally. I have been 

invited to give Grand Rounds at children’s hospitals around the U.S., regularly give plenary 

lectures at pediatric conferences in the U.S. and internationally (Switzerland, Slovenia), and have 

been asked to train early childhood providers throughout the U.S., Canada, and internationally 

(Italy, Denmark, Hong Kong, United Arab Emirates). I have also been invited to speak at 

conferences with technology industry audiences, including Common Sense Media and the 

MIPCOM Conference (Cannes, France).  

12. I am regularly asked to speak to government bodies on issues related to children’s 

health and technology. My experience providing testimony includes: Michigan State Senate 

Committee on Education in April 2021 regarding children’s mental health and remote schooling; 

U.S. House of Representatives Subcommittee on Health of the Committee on Energy and 
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Commerce in October 2021 regarding children’s health and technology; and an informational 

hearing for California Assembly Committee on Privacy and Consumer Protection and Arts, 

Entertainment, Sports, Tourism, and Internet Media in March 2022 about children and digital 

technology. I have been an invited speaker at Federal Trade Commission Workshops about 

children’s online privacy (October 2019), dark patterns (April 2021), and stealth advertising 

(October 2022). I have also consulted with the White House and Surgeon General regarding the 

needs of children in the digital environment.   

13. I am on the Steering Committee for Designed with Kids in Mind, a coalition of 

groups committed to the wellbeing of children and online users across the U.S. This work puts me 

in frequent contact with other experts in my field. I also collaborate with experts in the United 

Kingdom (U.K.), European Union (E.U.), and colleagues who work in the technology industry.  

14. I have served on advisory boards for two for-profit companies, the scientific 

advisory board for Noggin/CBS and the Board of Directors for Melissa & Doug toys. This work 

required understanding the ways companies identify their audiences/consumers, child-centered 

approaches in digital and non-digital product design, and how companies approach marketing and 

data collection. 

15. My medical training at Harvard Medical School prepared me to understand 

complex social, cultural, psychological, and technological determinants of health in parents and 

children. At Harvard, I completed additional coursework in public health and epidemiology and 

an honors thesis focusing on preventive health. I completed my pediatrics residency at Seattle 

Children’s Hospital between 2007 and 2010, when mobile technologies were first bursting onto 

the market and into family life. I witnessed smartphones, tablets, and mobile apps being 

introduced into family communication and routines as a primary care pediatrician in 2010-2011, 

working at a clinic that served many families working in Seattle’s tech sector. I then completed 

subspecialty fellowship training in Developmental Behavioral Pediatrics at Boston Medical 

Center, New England’s largest safety-net hospital, from 2011-2014, which solidified my expertise 

in child development, parent-child relationships, and the systems that shape child wellbeing.   

16. My curriculum vitae, which sets forth my experience and credentials more fully, is 
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attached as Exhibit A. 

17. I am being compensated in the above-entitled case at an hourly rate of $400/hour 

for preparing this declaration. My compensation is not in any way dependent on the outcome of 

this or any related proceeding. 

18. The opinions in this declaration are my expert opinions which are based on my 

clinical and research expertise in developmental behavioral pediatrics, public health, and media 

research; my experience reviewing the scientific literature about children and digital technology 

and writing AAP policy statements; my experience translating the scientific literature for teaching 

parents and professionals nationally and internationally; my experience as a board member at for-

profit companies; and my conversations with domestic and international experts doing work at the 

intersection of technology and child development. My testimony represents my expertise as a 

pediatrician and researcher, not the views of the University of Michigan or American Academy of 

Pediatrics. 

19. I have reviewed AB 2273, the California Children’s Age-Appropriate Design Code 

Act. In my expert opinion, it is a necessary piece of legislation to help children experience 

equitable opportunities in digital spaces, reduce the manipulative and egregious designs that are 

not matched to children’s unique needs, and to align with practices in the U.K. and E.U.  

20. I have reviewed the declaration of Serge Egelman, PhD. His description of how 

businesses collect and use people’s personal information and of the tools that exist for people to 

limit businesses’ collection and use of their personal information, and his explanation of targeted 

and contextual advertising is consistent with my understanding of the technology.  

 CHILDREN’S EXPERIENCE ONLINE 

Children & Digital Technology 

21. Children are avid users of digital technology from early ages. Many infants start 

watching television (TV) as young as 3 months of age3 and up to 92% of infants have used 

 
3 Thompson, Amanda L., Linda S. Adair, and Margaret E. Bentley. "Maternal characteristics and perception 

of temperament associated with infant TV exposure." Pediatrics 131.2 (2013): e390-e397. 
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mobile devices before 1 year.4 Young children’s use of media is driven by multiple factors, 

including family attitudes and educational goals, needing to occupy or keep children calm, family 

stress, and child demands.5 However, children’s relationship with digital media fundamentally 

changed with the advent of internet-connected interactive technologies such as smartphones and 

tablets over the past 10-15 years. Compared with traditional forms of media such as TV, 

touchscreen interfaces allowed bidirectional interaction between children – who could more 

easily access, manipulate, and control touchscreen devices – and internet-connected apps and 

products that collect and analyze user digital data for a variety of purposes.  

22. As a result, there has been an explosion of digital products, content creators, and 

apps marketed to children. For example, app stores contain tens of thousands of apps in the “kids” 

category, many with millions of downloads. Child content on YouTube, which was not initially 

designed as a child-directed platform, has grown rapidly over the past decade; currently, 4 out of 

the 10 most-viewed YouTube channels feature children’s content.6  

23.  In addition to YouTube, children have eagerly adopted other platforms that were 

not initially designed for children but contain attractive features such as facial filters on Snapchat, 

celebrities on Instagram, and dance challenges on TikTok. As of 2021, 32% of 7-9-year-olds and 

49% of 10-12-year-olds in the U.S. were reported to be using social media platforms,7 despite 

terms of use requiring that users be ≥ 13 years of age. In 2022, the average daily time spent by 

U.S. children on TikTok was 113 minutes/day, Snapchat 90 minutes/day, and Pinterest 20 

minutes/day.8 Almost half of adolescents 9 describe that they use social media “almost 

 
4 Kabali, Hilda K., et al. "Exposure and use of mobile media devices by young children." Pediatrics 136.6 

(2015): 1044-1050. 
5 Barr, Rachel. "Growing up in the digital age: Early learning and family media ecology." Current directions 

in psychological science 28.4 (2019): 341-346. 
6 https://www.statista.com/statistics/373753/most-viewed-youtubers-all-time/ 
7 https://www.statista.com/statistics/1293278/us-children-use-of-apps-by-age-group/ 
8 Qustodio. (February 7, 2023). Average daily time spent by children in the United States on leading social 

media apps in 2022 (in minutes) [Graph]. In Statista. Retrieved April 15, 2023, from https://www-statista-

com.proxy.lib.umich.edu/statistics/1301888/us-time-spent-by-children-on-social-media-apps/ 
9 Vogels, E. A., R. Gelles-Watnick, and N. Massarat. "Teens, Social Media and Technology 2022. Pew 

Research Center: Internet." Science & Tech. https://www. pewresearch. org/internet/2022/08/10/teens-social-media-

and-technology-2022 (2022). 
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constantly” and 85% report spending more time online than they intended.10 

24. Video gaming has been a popular form of entertainment for children since the 

1980s, but modern video game platform design allows more player-to-player communication, in-

game purchases, data collection and profiling, and other design affordances that engage players. 

Almost 25% of parents reported that their child spent more than $50 per month on in-app 

purchases in smartphone games in 2020, led by Fortnite, Candy Crush Saga, and Pokémon GO.11   

25. Overall, children use interactive digital products and services for a significant 

proportion of their day. Common Sense Media Census data from 2020-2021 (the latest data 

available) reported total media usage averaging (hh:mm) 0:49 hours/day for children under 2, 

2:30 for 2-4 year olds, 3:05 for 5-8 year olds, 5:33 for 6-12 year olds, and 8:39 for 13-17 year 

olds. Across all age groups, children are spending less time on traditional forms of media such as 

TV, and more time with internet-connected social media, video-sharing platforms, video-

streaming services, and internet-connected multiplayer games. As described in the sections 

below, many of these platforms have adult-centered design affordances that introduce risk of 

harms and undermine children’s privacy and self-determination.  

Impact of COVID-19 

26. During the COVID-19 pandemic and remote learning, children’s access to digital 

technology and time online increased significantly. Across dozens of studies, children’s time 

online increased approximately 52% during the pandemic12 and heavier technology use habits 

persisted even after pandemic restrictions were lifted.13  

27. The pandemic acted as an accelerant for children’s use of platforms designed for 

adults. For example, many parents of elementary school-aged children (5-10 years) reported 

creating social media accounts for their children to provide contact with friends during the 

 
10 Rideout, Victoria and Robb, Michael. “The Common Sense Census: Media Use by Tweens and Teens.” 

(2021): Common Sense Media. 
11 SellCell.com. (March 3, 2020). How much do your kids spend each month on in-app purchases in 

smartphone games? [Graph]. In Statista. Retrieved April 15, 2023, from https://www-statista-

com.proxy.lib.umich.edu/statistics/1107246/kids-in-app-purchases-spending/ 
12 Madigan, Sheri, et al. "Assessment of changes in child and adolescent screen time during the COVID-19 

pandemic: A systematic review and meta-analysis." JAMA pediatrics (2022). 
13 Hedderson, Monique M., et al. "Trends in Screen Time Use Among Children During the COVID-19 

Pandemic, July 2019 Through August 2021." JAMA Network Open 6.2 (2023): e2256157-e2256157. 
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pandemic; yet almost half of the same parents report their child seeing “creepy or disturbing” 

things online.14  

28. In addition, school-issued devices allowed young children to use internet browsers, 

YouTube, and online video games to which many previously had no access.15 Although many 

schools deployed content filters on school-issued devices, investigations have found that 

educational apps used during remote learning collected and shared private identifiers with third 

parties,16 school-issued device browsers contained cookies and other ad trackers,17 and some 

educational apps had manipulative designs that pressured children to pay for upgraded accounts.18  

29. Therefore, experiences during the COVID-19 pandemic demonstrated that 1) 

children need access to the digital ecosystem for educational and social purposes, and therefore 

unplugging or avoiding the online world altogether is not a viable option, and 2) even the 

educational technology ecosystem – where it should be easy to know that users are minors – was 

unprepared for protecting children from digital privacy violations. 

Businesses’ Interactions with Children Online 

30. Many apps and platforms used by minors are agnostic to the fact that children use 

their products. The Children’s Online Privacy Protection Act (COPPA) imposes requirements on 

operators of websites or online services directed to children under 13 years of age, or those that 

have actual knowledge that they are collecting personal information online from a child under 13 

years of age, to not collect or share private information about these children without parental 

consent. Child-directed online platforms and services, therefore, have developed data 

minimization methods and account privacy settings. In our research interviewing 24 industry 

 
14 Munzer, Tiffany, et al. "Child Media Use During COVID-19: Associations with Contextual and Social-

Emotional Factors." Journal of Developmental & Behavioral Pediatrics 43.9 (2022): e573-e580. 
15 Chang, Connie. “Remote School as the Gateway Drug to Social Media.” The New York Times (2020): 

www.nytimes.com/2020/12/10/well/family/children-social-media.html  
16 International Digital Accountability Council. “Privacy considerations as schools and parents expand 

utilization of ed tech apps during the COVID-19 pandemic.” (2020):  https://digitalwatchdog.org/wp-

content/uploads/2020/09/IDAC-Ed-Tech-Report-912020.pdf  
17 Digital Futures Commission. “Governance of data for children’s learning in UK state schools.” (2021): 

https://digitalfuturescommission.org.uk/wp-content/uploads/2021/06/Governance-of-data-for-children-learning-

Final.pdf  
18 Campaign for a Commercial Free Childhood. “Request for investigation of deceptive and unfair practices 

by the Edtech platform Prodigy” (2021): https://fairplayforkids.org/wp-

content/uploads/2021/02/Prodigy_Complaint_Feb21.pdf  
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professionals from 17 companies who create digital products for children,19 they described 

standards of practice that not only aim to preserve child privacy but also create developmentally-

appropriate design that they test with youth and families.  

31. In contrast, in our 2019 study examining the 135 most-downloaded apps on the 

Google Play “5 and under” app store,20 we found that many platforms state in their privacy 

policies that they are not directed to users under age 13. Additionally, apps that appeared to be 

child-directed, with names like Love2Learn, Edukitty, and Masha and the Bear, requested 

invasive permissions such as device location without parent consent, which is a violation of 

COPPA.  We hypothesized that some apps maintain a “General Audiences” content rating on app 

stores so that they do not need to comply with COPPA requirements, despite having names such 

as Children’s Doctor Dentist, which has “children” in its title and comprises a brightly-colored 

game of cleaning and pulling cartoon teeth.  

32. Because of the number of apps that appeared child-directed but requested invasive 

private information in the above study, we next conducted an analysis of data collection and 

sharing practices of apps known to be used by 3-4-year-old children in our NICHD-funded cohort 

study.21 In 2020, we analyzed 451 apps played by 124 children with Android devices, utilizing a 

research framework that identified data flows between the apps and third party domains. We 

found that two-thirds of apps collected at least one persistent identifier (e.g., android ID) and 

shared this data with a multitude of third-party domains. For example, the game Children’s 

Doctor Dentist collected private identifiers such as photos, files, and wifi connections and shared 

them with 5 different third-party domains such as Facebook Graph.  

33. Child data privacy violations have also been shown in large-scale analyses of 

children’s apps, through examination of data transmissions as well as analysis of data-collection 

 
19 Landesman, Rotem, Radesky, Jenny, and Hiniker, Alexis. “Let Kids Wonder, Question and Make 

Mistakes: How the Designers of Children’s Technology Think about Child Well-Being.” Interaction Design for 

Children (2023): in press.  
20 Meyer, Marisa, et al. "Advertising in young children's apps: A content analysis." Journal of 

developmental & behavioral pediatrics 40.1 (2019): 32-39. 
21 Zhao, Fangwei, et al. "Data collection practices of mobile applications played by preschool-aged 

children." JAMA pediatrics 174.12 (2020): e203345-e203345. 
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software development kits (SDKs) present in children’s apps.22 SDKs are made available by 

technology companies to mobile app developers to enable them to create apps for specific 

platforms; developers embed them in apps for purposes such as data collection. App developers 

themselves report intentionally putting data harvesting mechanisms in children’s apps due to 

limited monetization options and the lack of design guidance in this area.23 

34. Many businesses interact with children via app stores, where children find and 

download their products. In our 2020 research tracking the mobile devices of 3-4-year-old 

children, we found that many children were playing age-inappropriate apps such as violent 

mobile games with horror characters (e.g., Granny, Hello Neighbor).24 These findings indicated 

the need for device and app store design that recognizes child users.  

35. Our research has also suggested that advertising networks, which distribute ads 

throughout mobile games and video-sharing platforms, may not be aware of the age of users. In 

our analysis of the advertisements in popular apps labeled as “5 and Under” in the Google Play 

app store, many apps contained ads with age-inappropriate content such as violent games, 

alcohol, or bipolar disorder treatment.25  

36. YouTube is another important case example of a platform initially designed for 

adult users, yet highly popular among children because of its toy unboxing, video game, and 

nursery rhyme content. In 2019, the U.S. Federal Trade Commission (FTC) filed a complaint 

against YouTube for collecting personal information from children without parental consent.26  

Despite knowledge of channels directed to children on its platform, YouTube had served targeted 

advertisements and, according to the complaint, told an advertising company that it did not have 

users younger than 13 and therefore did not need to comply with COPPA.  

 
22 Reyes, Irwin, et al. "“Won’t somebody think of the children?” examining COPPA compliance at 

scale." The 18th Privacy Enhancing Technologies Symposium (PETS 2018). 2018. 
23 Ekambaranathan, Anirudh, Jun Zhao, and Max Van Kleek. "“Money makes the world go around”: 

Identifying Barriers to Better Privacy in Children’s Apps From Developers’ Perspectives." Proceedings of the 2021 

CHI Conference on Human Factors in Computing Systems. 2021. 
24 Radesky, Jenny S., et al. "Young children’s use of smartphones and tablets." Pediatrics 146.1 (2020). 
25 Meyer, Marisa, et al. "Advertising in young children's apps: A content analysis." Journal of 

developmental & behavioral pediatrics 40.1 (2019): 32-39. 
26 https://www.ftc.gov/news-events/news/press-releases/2019/09/google-youtube-will-pay-record-170-

million-alleged-violations-childrens-privacy-law 
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37. In response to the FTC filing, YouTube created a “Made for Kids” designation that 

content creators could self-endorse when posting a video, so that the platform would not collect 

data and would display only contextual advertising during those videos. However, our research 

demonstrates that many children 0-8 years of age do not watch only “Made for Kids” content. In 

a research study conducted in collaboration with Common Sense Media, we collected the 

YouTube viewing histories of 191 children from the 2020 Common Sense Census and analyzed 

the content of over 1600 videos that young children had watched.27 We found that many channels 

with content popular with children (e.g., Frozen movie recreations, anime videos, video gamers) 

did not carry the “Made for Kids” designation.  

38. We concluded that self-designation of child-directed “Made for Kids” content left 

wide gaps in protecting children from inappropriate video or advertising content. For example, 

when a viewer watches “Made for Kids” videos, only other “Made for Kids” videos will appear in 

the recommendations feed on YouTube. Our research demonstrated that children are actually 

watching quite a lot of non-child-directed (general audience) content on YouTube, so 

recommendations may include age-inappropriate content such as violence, gender stereotypes, 

and horror characters. Second, the advertisements that appear during general audience YouTube 

videos sometimes contained ads for alcohol, dating websites, and age-inappropriate political 

topics (e.g., deportation).28  

39. These examples illustrate a pervasive set of tensions related to acknowledging 

child users and monetization of children’s digital experiences. Existing privacy regulations (i.e., 

COPPA) create a disincentive for apps, platforms, and creators to identify as “child-directed,” 

because then they cannot monetize their products by collecting/selling user data or showing 

targeted advertisements. In turn, this has created a culture of agnosticism about whether children 

are using products that are not “child-directed.” Nonetheless, children are a desired audience due 

to their extensive time online, curiosity, and “pester power” to spend money – the very 

 
27 Radesky, Jenny, et al. “Young kids and YouTube: How ads, toys, and games dominate viewing.” (2020). 

San Francisco, CA: Common Sense Media. 

https://www.commonsensemedia.org/sites/default/files/research/report/2020_youngkidsyoutube-report_final-

release_forweb_1.pdf  
28 Ibid. 
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differences that make them potentially more vulnerable to inappropriate design (see “Children are 

Uniquely Vulnerable in Online Spaces” section). This leads to children spending significant time 

with products that have design features that introduce risk, as described in the below section 

“Adult Centered Design Introduces Risk For Children.”  

Businesses Take a Reactive Approach  

40. Children’s digital risks and opportunities are shaped by the design of digital 

products, services, and features. The digital ecosystem has evolved rapidly over the past 20 years, 

designed primarily by adults for adults. Engineers, developers, and product teams in major 

platforms have historically had little background in child or adolescent development, and 

therefore little insight into how their designs might be understood or used by youth. In designing 

for usability by an “average user,” the needs of marginalized groups with different characteristics 

and experiences – such as children – are often blind spots in the design process.29 

41. Only when unintended consequences of design are discovered, such as pedophiles 

leaving comments in YouTube videos of children to indicate timestamps of sexually suggestive 

images,30 or adolescents using a Snapchat speedometer filter to take photos while driving31 – are 

such features addressed or removed. Engineers who created design features such as the “like” 

button have joined ethical technology movements after realizing that their engagement-promoting 

designs had unintended negative consequences for children and adults.32 These examples 

emphasize the need to design child-directed products from a child-centered perspective from the 

start, rather than reactively removing problematic features from adult-centered designs once harm 

is discovered.  

42. Of note, when I first entered the field of children’s media research, I was surprised 

 
29 Lenhart, Amanda, and Kellie Owens. "The unseen teen: The challenges of building healthy tech for young 

people." Data & Society (2021). https://datasociety.net/wp-content/uploads/2021/05/The-Unseen-Teen-.pdf  
30 Fisher, Max and Taub, Amanda. “On YouTube’s digital playground, an open gate for pedophiles.” The 

New York Times (2019). https://www.nytimes.com/2019/06/03/world/americas/youtube-pedophiles.html  
31 Allyn, Bobby. “Snapchat ends ‘speed filter’ that critics say encouraged reckless driving.” National Public 

Radio. (2021). https://www.npr.org/2021/06/17/1007385955/snapchat-ends-speed-filter-that-critics-say-encouraged-

reckless-driving  
32 Lewis, Paul. “’Our minds can be hijacked:’ the tech insiders who fear a smartphone dystopia.” The 

Guardian (2017). https://www.theguardian.com/technology/2017/oct/05/smartphone-addiction-silicon-valley-

dystopia  
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to see how many of the major platforms staffed their "child safety” teams with lawyers rather than 

child development experts or child designers. My impression is that this is a sign of platforms’ 

reactive stance to children’s needs online, responding chiefly when unintended harms and liability 

risk are discovered. 

43. A proactive, child-centered approach not only reduces harms but is consistent with 

good public health. The concept of “optimal defaults” was articulated by Dr. Tom Frieden, a 

public health expert and former director of the U.S. Centers for Disease Control and Prevention, 

through the Health Impact Pyramid.33 Frieden contended that interventions that change the 

context to make default decisions healthier are most likely to make large-scale positive impact on 

human flourishing. In contrast, interventions that require individuals to each change their 

behavior are the least likely to make a meaningful impact.  

44. When applied to children’s digital environments, businesses taking an “optimal 

defaults” approach would consider children’s wellbeing as a first principle,34 rather than applying 

design norms that carry assumptions about the ways adults use and respond to digital features 

(hereafter referred to as ‘adult-centered design.’) 

CHILDREN ARE UNIQUELY VULNERABLE IN ONLINE SPACES 

45. Children are uniquely susceptible to the design of their environments, due to their 

smaller size, dependence on adults, and the transactional nature of child development (i.e., 

bidirectional influences between child, their caregivers, and their context that shape children’s 

developmental trajectories).35 For this reason, public health policy has focused on removing toxic 

substances from children’s environments (e.g., lead from gasoline or paint), or improving access 

to healthy foods (such as the Women Infants and Children [WIC] program), accommodating 

children’s unique learning needs (e.g., Individual with Disabilities Education Act), and preventing 

harm (e.g., Federal Drug Administration testing of infant formula).  

 
33 Frieden, Thomas R. "A framework for public health action: the health impact pyramid." American journal 

of public health 100.4 (2010): 590-595. 
34 Radesky, Jenny, and Alexis Hiniker. "From moral panic to systemic change: Making child-centered 

design the default." International Journal of Child-Computer Interaction 31 (2022): 100351. 
35 Sameroff, Arnold. "Transactional models in early social relations." Human development 18.1-2 (1975): 

65-79. 
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46. In terms of digital experiences, compared to adults, minors (children <18 years of 

age) have several developmental qualities that explain their increased risk of harm. Although I 

frame these as “vulnerabilities” within the current digital ecosystem, these characteristics are 

developmentally adaptive, meaning that they help serve purposes such as learning and forming 

social connections as children mature. Children are curious, impulsive thinkers who are drawn to 

novelty because it helps them explore and create a comprehensive mental model of the world. 

Toddlers through adolescents can be eager to elicit reactions from their caregivers or peers, to test 

boundaries of who they are and what they can do. The following characteristics help children 

learn and build social relationships in non-digital spaces, occur to greater and lesser degrees 

between children, and develop at different rates through childhood – but can be taken advantage 

of by adult-centered digital design.  

a. Immature executive functions (EF): EF are the “air traffic controller of the 

brain,” and develop rapidly over the first 5 years of life and again in 

adolescence as the brain’s prefrontal cortex develops. Through play, parent-

child interactions, physical activity, sleep, and other learning and positive 

relationship activities, children develop skills such as emotional control, 

impulse inhibition, mental flexibility, perspective taking, and attentional 

control.36 In early childhood, children are less able to inhibit drives to engage 

with novel or rewarding stimuli, while in adolescence children are more driven 

to engage with social relationships. In both cases, manipulative design patterns 

that leverage these EF weaknesses will be harder for children to resist.   

b. Sensitivity to parasocial relationships: Like adults, young people develop 

parasocial relationships with fictional characters, celebrities, or influencers 

whom they like or identify with. Research shows that children are more likely 

to follow a familiar character’s instructions than a strange character or actor 

 
36 Best, John R., and Patricia H. Miller. "A developmental perspective on executive function." Child 

development 81.6 (2010): 1641-1660. 
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they don’t know.37,38 However, these one-sided relationships are more 

complicated when the influencer has a financial interest in recommending 

specific products, such as Strawberry Shortcake recommending in-app 

purchases in our study of advertising in children’s apps.39 

c. Attraction to novelty and rewards: Children’s behavior is very shapeable by 

positive reinforcement and rewards (e.g., tangible rewards like stickers in early 

childhood, “social rewards,” such as visibility, attention, and positive feedback 

from peers in older children). This is an adaptive part of social learning, as 

children learn to repeat behaviors that are pleasurable or reinforced through 

strong reactions of others, but it also means that unhealthy behaviors can be 

reinforced.40 

d. Limited abstract reasoning: Children build fascinating but often incorrect 

conceptualizations of the digital world based on their observations and 

experiences. Children’s reasoning may be egocentric and assume that design 

features are only present for their benefit (not the company or designer). For 

example, when we interviewed 4-10 year-olds to explore their 

conceptualizations of digital privacy, we found that children understood 

concepts that were transparently shown on the screen (e.g., the app remembers 

what videos I like so it I can watch them again), but none understood the scale 

of invisible digital processes through which companies make inferences about 

them.41 For example, children usually did not think that a company would 

 
37 Richards, Melissa N., and Sandra L. Calvert. "Media characters, parasocial relationships, and the social 

aspects of children’s learning across media platforms." Media exposure during infancy and early childhood: The 

effects of content and context on learning and development (2017): 141-163. 
38 Tolbert, Amanda N., and Kristin L. Drogos. "Tweens’ wishful identification and parasocial relationships 

with YouTubers." Frontiers in psychology 10 (2019): 2781. 
39 Meyer, Marisa, et al. "Advertising in young children's apps: A content analysis." Journal of 

developmental & behavioral pediatrics 40.1 (2019): 32-39. 
40 De Decker, Annelies, et al. "Associations of reward sensitivity with food consumption, activity pattern, 

and BMI in children." Appetite 100 (2016): 189-196. 
41 Sun, Kaiwen, et al. "“They See You’re a Girl if You Pick a Pink Robot with a Skirt”: A Qualitative Study 

of How Children Conceptualize Data Processing and Digital Privacy Risks." Proceedings of the 2021 CHI 

Conference on Human Factors in Computing Systems. 2021. 
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know their sex based on what videos they watched or in-app items they 

purchased. In contrast, participants did understand that a company would know 

information that the child had knowingly provided to them, like their email 

address or age.   

Adult Design Norms Are Frustrating to Children 

47. Rather than creating a better user experience, children and adolescents consistently 

report that adult-centered design norms make it harder for them to navigate the online spaces 

where they want to connect with friends, seek information or inspiration, and express themselves. 

They want the ability to search for good information and be entertained or relaxed without feeling 

targeted, manipulated, or contacted by strangers. In recent work by Common Sense Media,42 

youth have stated: 

• “Create a version for teens only to limit who can interact with us.” —14-year-old 

messaging app user 

• “They really need to block older people from stalking younger.” —13-year-old 

Instagram user 

• “Set up privacy settings for sexual content.” —13-year-old TikTok user 

• “I would make it a safer platform for teens to hang out and talk together. Right 

now, anyone can find you and bullies are mean.” —12-year-old messaging app 

user 

ADULT-CENTERED DESIGN INTRODUCES RISK FOR CHILDREN 

48. Adult-centered approaches to the design of digital products, services, and features 

optimize revenue generation by 1) maximizing time spent using the product, 2) maximizing reach 

and scale of the product by bringing in more contacts; and 3) maximizing interactions and content 

generation, which facilitates more data collection about each user. The next sections tie these 

design approaches with online risks experienced by children and adolescents including: exposure 

to harmful content like eating disorder, self-harm, pornography, sexual and racial violence 

 
42 Nesi, Jacqueline, et al. “Teens and mental health: How girls really feel about social media.” (2023). San 

Francisco, CA: Common Sense. https://www.commonsensemedia.org/sites/default/files/research/report/how-girls-

really-feel-about-social-media-researchreport_web_final_2.pdf  
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content; monetary harm from manipulative game design; bullying and harassment; unwanted 

contact by strangers; negative social comparisons; and interference with sleep.43 

Time-Prolonging Design 

49. Engagement (e.g., time spent, frequency of pickups) is one of the main ways 

digital product success is measured. Engagement metrics are collected and tracked through 

analytics dashboards and inform iterative changes in interface design through methods such as 

A/B testing (a process in which two versions of a design are released to different users at random; 

the more engaging or higher-performing design is retained). Design features such as autoplay, 

endless scroll, intermittent low-friction rewards, and predictive algorithms are drivers of more 

time spent on digital media.44,45 

50. More time online is consistently associated with poorer sleep in children.46,47 Sleep 

quality and quantity are crucial contributors to youth mental health, attention, educational 

success, and physical health. Meta-analyses of the research literature also support small but 

significant associations between time spent on digital media and increased externalizing and 

internalizing child behavior,48 depression symptoms, and sedentary behaviors.49   

51. More time online is not necessarily perceived as a more positive experience to 

youth. Multiple interview studies show that children and teens feel like they spend too much time 

online, feel pressure to engage, and find it hard to stop using platforms.50 For example, teens 

interviewed in research conducted at the Harvard Graduate School of Education reported 

 
43 Rideout, Victoria, and Robb, Michael. “Social media, social life: Teens reveal their experiences.” (2018). 

San Francisco, CA: Common Sense Media. https://www.commonsensemedia.org/sites/default/ 

files/research/report/2018-social-media-social-life-executive-summary-web.pdf  
44 Kidron, Beeban, et al. "Disrupted childhood: The cost of persuasive design." (2018). 
45 Zhou, Renjie, Samamon Khemmarat, and Lixin Gao. "The impact of YouTube recommendation system 

on video views." Proceedings of the 10th ACM SIGCOMM conference on Internet measurement. 2010. 
46 Janssen, Xanne, et al. "Associations of screen time, sedentary time and physical activity with sleep in 

under 5s: A systematic review and meta-analysis." Sleep medicine reviews 49 (2020): 101226. 
47 Carter, Ben, et al. "Association between portable screen-based media device access or use and sleep 

outcomes: a systematic review and meta-analysis." JAMA pediatrics 170.12 (2016): 1202-1208. 
48 Eirich, Rachel, et al. "Association of screen time with internalizing and externalizing behavior problems 

in children 12 years or younger: a systematic review and meta-analysis." JAMA psychiatry (2022). 
49 Wang, Xiao, Yuexuan Li, and Haoliang Fan. "The associations between screen time-based sedentary 

behavior and depression: a systematic review and meta-analysis." BMC public health 19 (2019): 1-9. 
50 Weinstein, Emily, and Carrie James. Behind their screens: What teens are facing (and adults are 

missing). MIT Press, 2022. 
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experiences like: “I can’t seem to get off my phone and most of my time is on my phone.” – “You 

get attached very easily and sometimes you just forget about everything and use it without any 

sleep” – “I want to be able to socialize with people without turning to or checking my phone 

every minute” – “I like to go outside and play sports and sometimes I just can’t get off a 

computer game.”51 

52. Time-prolonging features like autoplay also contribute to conflict between 

caregivers and children52 and more child behavior dysregulation53 when caregivers try to set 

boundaries around technology use. 

Manipulative Design and Dark Patterns 

53. Human-computer interaction researchers have debated the ethics of persuasive 

design for over two decades,54 with general consensus that design nudges that support the user’s 

goals and best interests are “human-centered.”  

54. In contrast, design features that manipulate or nudge the user in a way that meets 

the technology developer’s best interests – at the expense of the user’s interests (i.e., time, money, 

sleep) – have been termed “dark patterns” and described in terms of unethical video game55 and 

e-commerce website design.56 In these contexts, “dark patterns” use a variety of design 

approaches, such as prompting the player to return to the game at specified times (also called 

“interaction-by-demand”), causing the player to complete onerous tasks if they do not make in-

game purchases (also called “grinding”), obscuring or de-emphasizing less expensive or opt-out 

options, creating false scarcity of products, or applying time pressure.  

55. In my 2022 research with a cross-disciplinary team of experts from information 

 
51 Weinstein, Emily, and Carrie James. Behind their screens: What teens are facing (and adults are 

missing). MIT Press, 2022. 
52 Hiniker, Alexis, et al. "Screen time tantrums: How families manage screen media experiences for toddlers 

and preschoolers." Proceedings of the 2016 CHI conference on human factors in computing systems. 2016. 
53 Munzer, Tiffany G., et al. "Tablets, toddlers, and tantrums: The immediate effects of tablet device 

play." Acta paediatrica (Oslo, Norway: 1992) 110.1 (2021): 255. 
54 Nass, Clifford, Jonathan Steuer, and Ellen R. Tauber. "Computers are social actors." Proceedings of the 

SIGCHI conference on Human factors in computing systems. 1994. 
55 Gray, Colin M., et al. "The dark (patterns) side of UX design." Proceedings of the 2018 CHI conference 

on human factors in computing systems. 2018. 
56 Mathur, Arunesh, et al. "Dark patterns at scale: Findings from a crawl of 11K shopping 

websites." Proceedings of the ACM on Human-Computer Interaction 3.CSCW (2019): 1-32. 
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science, communication studies, developmental psychology, and pediatrics, we identified the 

types of manipulative dark patterns that appear in apps and platforms used by children.57 Our 

research team downloaded and played 133 apps that had been used for long durations by 160 

preschool-aged children in our NICHD-funded cohort study. Dark patterns were apparent in 80% 

of apps, taking the form of parasocial relationship pressure (e.g., when the user hasn’t played the 

Miraculous game that day, the main character sends notifications to the child to reengage with the 

game), fabricated time pressure (e.g., count-down clocks during stoppage points in the game, 

such as in between levels of Subway Surfers, that create a sense of urgency that the user should 

keep playing or watch an ad), and navigation constraints (e.g., games auto-advancing to the next 

level with no option to save and quit; in-app marketplaces showing the most expensive items 

first). These easy-to-identify design features appeared designed to meet 3 goals: 1) prolonging 

engagement with the app, 2) encouraging purchases, and 3) viewing ads, and were more common 

in apps played by children from lower-income and lower-education households.  

56. Manipulative dark patterns are known to cause monetary harm to children. In 

March 2023, the FTC filed a complaint with Epic Games, the maker of Fortnite, requiring the 

company to pay $245 million as penalty for the use of dark patterns to manipulate users into 

making purchases.58 

Frictionless Contacts 

57. Digital products achieve large-scale adoption and larger network effects (defined 

as a phenomenon in which a product gains more value as more people use it) through connecting 

to each users’ saved contacts, which then allows the possibility of connecting through indirect 

contacts (i.e. friends of friends), and facilitates low-friction contact between strangers. Prior to 

2021, many social platforms also set teen user profiles to public by default, which facilitated 

interaction with strangers.  

58. However, children consistently describe unwanted contact from strangers on 

 
57 Radesky, Jenny, et al. "Prevalence and characteristics of manipulative design in mobile applications used 

by children." JAMA Network Open 5.6 (2022): e2217641-e2217641. 
58 Federal Trade Commission, ‘FTC Finalizes Order Requiring Fortnite maker Epic Games to Pay $245 

Million for Tricking Users into Making Unwanted Charges’ (March 2023) 
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platforms such as Snapchat, TikTok, and Instagram,59,60 with consequences varying from 

annoyance to harassment by large numbers of users.  

59. Marketers of detrimental content can easily contact minors when account settings 

are public. In a 2021 study performed by Revealing Reality and the 5Rights Foundation, 

researchers created avatars of child users – fake accounts on social media platforms set up to 

replicate the usage behavior of real children and adolescents whom the researchers had 

interviewed.61 On all platforms (e.g., TikTok, Instagram), the privacy settings were set to public 

by default at that time. Within days of opening accounts, adolescent avatars received direct 

messages from accounts they did not follow, including being added to group chats with strangers 

and contacts from marketers of detrimental material such as pornography and diet products.  

60. Online solicitation, grooming, and exploitation of minors is a chief risk of adult-

centered design that maximizes contacts. This occurs when individuals with a sexual interest in 

minors aim to locate a child for potential sexual abuse, send or request sexually explicit material, 

and/or coerce the child to pay money or complete other activities to prevent release of sexually 

explicit photos of the child.62 Although incidence is typically underreported, as children may not 

realize that they are being contacted by an adult posing as a child, in 2021 the National Center for 

Missing & Exploited Children received a total of 29.3 million reports of suspected online child 

sexual exploitation, an increase of 35% from 2020. This included 44,155 reports of online 

enticement of children for sexual acts and 5177 reports of unsolicited obscene material sent to a 

child.63 

Connection to Illegal or Unsafe Activities 

61. Because design features promote content creation and integrate metrics for 

 
59 Nesi, Jacqueline, et al. “Teens and mental health: How girls really feel about social media.” (2023). San 

Francisco, CA: Common Sense. https://www.commonsensemedia.org/sites/default/files/research/report/how-girls-

really-feel-about-social-media-researchreport_web_final_2.pdf 
60 5Rights Foundation. “Pathways: How digital design puts children at risk.” (2021): 

https://5rightsfoundation.com/uploads/Pathways-how-digital-design-puts-children-at-risk.pdf 
61 5Rights Foundation. “Pathways: How digital design puts children at risk.” (2021): 

https://5rightsfoundation.com/uploads/Pathways-how-digital-design-puts-children-at-risk.pdf  
62 Kloess, Juliane A., Anthony R. Beech, and Leigh Harkins. "Online child sexual exploitation: Prevalence, 

process, and offender characteristics." Trauma, Violence, & Abuse 15.2 (2014): 126-139. 
63 National Center for Missing & Exploited Children, CyberTipline 2021 Report. 

https://www.missingkids.org/gethelpnow/cybertipline/cybertiplinedata  
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popularity, children seeking peer validation may take part in extreme content generation (e.g., 

posting dangerous challenges) to receive validation online.  

62. One of the main categories of detrimental online content involves promotion of 

unsafe eating disorder and self-harm behavior. “Pro-Ana” sites and social media accounts teach 

children how to engage in fasting, laxative use, and excessive exercise, as well as how to conceal 

these behaviors from caregivers, while pro-cutting sites depict and describe how to perform 

nonsuicidal self-injury.64 Despite efforts from platforms to block these accounts, recent research 

of 153 popular Instagram accounts that celebrate “thinspiration” or “bonespiration” found that 

these accounts were followed by 1.6 million unique users,65 meaning they could possibly be 

recommended to child users based on their profiles. 

63. Youth report encountering pro-eating disorder content on social media and feeling 

frustrated that they need to actively resist or remove it from their feeds: “At the height of my 

eating disorder, I used social media as a fuel for my obsession with weight loss. I took the content 

they recommended to me of perfect toned bodies and tips for weight loss religiously, it motivated 

me when I was at my worst to continue down that destructive path of destroying my health. It was 

only when I learned to distance myself from social media could I then use my outside perspective 

to see just how horrible the impact was. But it was up to me to actively try and change my social 

media feeds, I had to do the hard work. This content was just always in my feed already, and 

somehow it was my responsibility to get it out.” – 17 year old with history of eating disorder.66 

Targeted Advertising 

64. Targeted marketing differs from traditional advertising (e.g., mass media such as 

newspaper ads or TV commercials, in which all users see the same ads) and contextual 

advertising (i.e., in which the content of the ad is determined by what the user is watching, such 

as an advertisement for toys before a video on a YouTube toy unboxing channel) in several ways 

that introduce risk to children. When a business infers characteristics of a child based on their 

 
64 Lewis, Stephen P., et al. "The scope of nonsuicidal self-injury on YouTube." Pediatrics 127.3 (2011): 

e552-e557. 
65 Farthing, R. “Designing for Disorder.” (2022): Fairplay: https://fairplayforkids.org/wp-

content/uploads/2022/04/designing_for_disorder.pdf  
66 Ibid. 

Case 5:22-cv-08861-BLF   Document 51-5   Filed 04/21/23   Page 23 of 38

https://fairplayforkids.org/wp-content/uploads/2022/04/designing_for_disorder.pdf
https://fairplayforkids.org/wp-content/uploads/2022/04/designing_for_disorder.pdf


1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

  24  

Declaration of Jenny S. Radesky, MD  (5:22-cv-08861-BLF) 

 

online behavior (e.g., likes, purchases, selections, hovering, sequence of web site visitations, 

frequency of refreshing feeds, etc.), these numerous and complicated digital traces reveal 

vulnerabilities about the child that could easily be targeted for monetization.  

65. For example, a child who shows impulsive in-game spending at certain times of 

day or at specific reward thresholds may be sent ads that appeal to impulse spending, sports 

betting, or casino games. A child whose digital behaviors reveal negative body image and body 

comparisons, for example through interaction with specific celebrity accounts, hovering over 

images that show distorted body sizes, etc. may be sent advertisements for extreme diets, weight 

loss supplements, or other content that reinforce unhealthy eating practices. A child whose social 

media use behaviors suggest social isolation, an unresponsive peer group, and sensitivity to social 

feedback might be sent ads for anonymous apps that allow risky contact with strangers. A child 

whose liking/hovering behaviors suggest attraction to female bodies might be sent ads for 

pornography websites. These are only a few examples of ways that profiling might lead to a child 

receiving detrimental marketing material, which they might find difficult to resist due to limited 

impulse control.  

66. Such profiling of adolescent users has been identified by research. In 2021, Reset 

Australia performed a “secret shopper” study, posing as an advertiser on Facebook, to examine 

how that platform allows advertising to be targeted at adolescents.67 The researchers found that 

Facebook allowed advertisers to choose teens as a target audience, in addition to profiled 

categories such as smoking, gambling, alcohol, or extreme weight loss. 

67. A recent investigation by VicHealth in Australia recruited 204 participants aged 

16-25 years who shared information about what mobile ads they received and information that 

Facebook had created about them in its advertising model.68 Overall, 21% of participants had 

been assigned “gambling” as an interest by Facebook. In 54 participants under 18, 64% reported 

“sometimes” or “regularly” receiving gambling and sports betting ads.  

 
67 Williams, Dylan, et al. “Profiling children for advertising: Facebook’s monetization of young people’s 

personal data.” (2021): Reset Australia Policy Memo. https://au.reset.tech/uploads/resettechaustralia_profiling-

children-for-advertising-1.pdf  
68 VicHealth. “Dark marketing tactics of harmful industries exposed by young citizen scientists.” (2023): 

https://www.vichealth.vic.gov.au/media-and-resources/citizen-voices-against-harmful-marketing  
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68. In summary, as children’s interests and characteristics are developing over 

childhood and adolescence, there is a risk that they will be sorted based on their data-driven 

profiles, and this will shape what opportunities and risks they are provided through targeted 

advertising messages or algorithmic recommendations.  

Algorithmic Application of Extreme Content 

69. YouTube has stated that 70% of time on that platform comes from algorithmic 

recommendations.69 Engagement metrics like time-on-task and click-through rates are agnostic to 

the quality of content children engage with, and recommender systems trained with engagement 

data from A/B testing prioritize whatever children happen to pay attention to. This leads to 

algorithms that are not only capable of surfacing extreme and disturbing content but are highly 

likely to do so.70  

70. Algorithms feature content that is trending, so creators report that they tailor their 

products, personas, and videos in ways that make their content more visible and viral within the 

platform marketplace.71,72 This in turn can be reinforced by child users, who value posts with 

more “likes” as more attractive, are more likely to “like” that content,73 and therefore be more 

likely to be recommended similar posts.  

71. When recommended by the platform, and with associated “likes,” dangerous or 

risky content may be seen by youth as more attractive or validated. In a functional magnetic 

resonance imaging (fMRI) study in which high school and college students were shown feeds of 

risky (e.g., drug paraphernalia) and neutral (e.g., people, food) social media images, the high 

school students showed lower activation of the cognitive control portions of  the brain’s 

 
69 Solsman, Joan. “YouTube’s AI is the puppet master over most of what you watch.” CNET, Jan 10, 2018: 

https://www.cnet.com/tech/services-and-software/youtube-ces-2018-neal-mohan/ 
70 Ribeiro, Manoel Horta, et al. "Auditing radicalization pathways on YouTube." Proceedings of the 2020 

conference on fairness, accountability, and transparency. 2020. 
71 Al-Subaihin, Afnan A., et al. "App store effects on software engineering practices." IEEE Transactions on 

Software Engineering 47.2 (2019): 300-319. 
72 Wu, Eva Yiwei, Emily Pedersen, and Niloufar Salehi. "Agent, gatekeeper, drug dealer: How content 

creators craft algorithmic personas." Proceedings of the ACM on Human-Computer Interaction 3.CSCW (2019): 1-

27. 
73 Sherman, Lauren E., et al. "The power of the like in adolescence: Effects of peer influence on neural and 

behavioral responses to social media." Psychological science 27.7 (2016): 1027-1035. 
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prefrontal cortex when viewing risky images.74 This finding suggests that adolescents may 

respond to recommended extreme or risky content with more acceptance, and less inhibition, than 

older users.  

Lack of Policy Enforcement 

72. Although platforms have official policies about allowable content, community 

guidelines, and behavior expectations, their methods for enforcing policies are not transparent. 

For example, YouTube policy states that “video games unsuitable for children” may not advertise 

on YouTube content set as made for kids; however, in our 2020 study with Common Sense Media 

analyzing YouTube videos watched by 0-8-year-olds, we frequently observed violent-themed 

video games (e.g., Peppa Pig apparently injured with eyes crossed out) in banner ads overlying 

children’s videos.75  

BENEFITS OF CHILD-CENTERED DESIGN 

73. Child-centered design advocates – including Fred Rogers, Sesame Workshop, the 

Designing For Children’s Rights Coalition in Europe, and the 5Rights Foundation in the UK – 

focus on the following concepts when considering children’s needs in digital spaces: 1) allowing 

space for safe and autonomous exploration, play, expression, imagination, failure, and repair; 2) 

healthy relationships, whether with themselves, caregivers, peers, or characters/influencers; 3) 

respect for the child’s need for varied experiences throughout the day (e.g., sleep, sports, reading, 

school); 4) transfer/synthesis of concepts and experiences from the digital world to the physical 

one (i.e., helping children make sense of what they see and experience online); and 5) helping 

children self-regulate their media use and disengage at will.76 The adult-centered design norms 

that encourage more engagement, contact with others, pressure to perform or consume, or 

constant contact with others often act at cross purposes with these concepts, contributing to harms 

 
74 Sherman, Lauren E et al. “Peer Influence Via Instagram: Effects on Brain and Behavior in Adolescence 

and Young Adulthood.” Child development vol. 89,1 (2018): 37-47. doi:10.1111/cdev.12838 
75 Radesky, Jenny, et al. “Young kids and YouTube: How ads, toys, and games dominate viewing.” (2020). 

San Francisco, CA: Common Sense Media. 

https://www.commonsensemedia.org/sites/default/files/research/report/2020_youngkidsyoutube-report_final-

release_forweb_1.pdf 
76 Radesky, Jenny, and Alexis Hiniker. "From moral panic to systemic change: Making child-centered 

design the default." International Journal of Child-Computer Interaction 31 (2022): 100351. 
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described above.  

Child-Centered Design Encourages Children’s Self-Determination  

74. Supporting children’s self-determined and autonomous behavior is important to 

child wellbeing in both digital and non-digital contexts.77 When experiencing externally-

motivated engagement that results from design features like autoplay, tailored feeds, and 

streaks,
78 children and adolescents describe that managing the “constant bombardment of 

content” feels like “a job,” which leads to a sense of loss of control: “You are constantly being 

alerted about everything, and it can be hard to focus.”79  

75. In contrast, user experience designs that support self-determination include natural 

stopping points, cues, and prompts that help children pause, self-reflect, and contextualize what 

they are seeing to off-screen experiences. Prior work has shown that adolescents find experiences 

with technology most meaningful when they are investing in something that can transcend the 

specific usage session, such as a relationship with a loved one or a learning experience they can 

transfer to the physical world.80 

76. In quality early childhood programming, it is a design norm to encourage 

disengagement or play when a show ends, rather than encouraging continued use. In lab-based 

studies, user interface designs that let a child plan out their video viewing, with cues for 

disengagement when the videos are done, lead to significantly less distress when a child needs to 

transition to another activity.81  

77. These examples illustrate the fact that user interface design is a modifiable factor 

in determining whether children have excessive vs. self-controlled, or platform-persuaded vs. 

self-determined digital experiences.  

 
77 Radesky, Jenny, and Alexis Hiniker. "From moral panic to systemic change: Making child-centered 

design the default." International Journal of Child-Computer Interaction 31 (2022): 100351. 
78 Lewis, Chris. Irresistible Apps: Motivational design patterns for apps, games, and web-based 

communities. Apress, 2014. 
79 Weinstein, Emily, and Carrie James. Behind their screens: What teens are facing (and adults are 

missing). MIT Press, 2022. 
80 Tran, Jonathan A., et al. "Modeling the engagement-disengagement cycle of compulsive phone 

use." Proceedings of the 2019 CHI conference on human factors in computing systems. 2019. 
81 Hiniker, Alexis, et al. "Plan & play: supporting intentional media use in early childhood." Proceedings of 

the 2017 conference on interaction design and children. 2017. 
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Child-Centered Design Centers Children’s Digital Privacy 

78. Users of technology are measured, followed, and profiled for several purposes: 1) 

for a personalized experience that predicts what content or features the user might want to engage 

with, thereby extending time on the platform; 2) for targeted advertising, to increase the 

likelihood of meeting the right consumer at the right time; and 3) for targeted pushes of 

monetization (e.g., in-app purchases, high-stakes rewards) in games, to increase revenue.  

79. From a child or adolescent perspective, this limits self-determination and 

autonomy by: 1) habituating users to following recommendations rather than initiating searches, 

2) potentially recommending content or features that are not age-appropriate or harmful, 3) 

promoting advertising that taps into a child’s vulnerabilities (e.g., impulse control deficits, poor 

body image, gender-based biases, depressed mood) about which they may have limited insight, 

and therefore cannot reflect upon when making decisions about what content to consume or 

purchases to make.  

80. In contrast, privacy-preserving child-centered design would allow more digital 

self-determination through 1) the user actively searching for or endorsing interests in content that 

can be offered to them; 2) discovering a less extreme range of ideas or content through 

recommendations that align with their expressed interests by, for example, utilizing their interest 

in workouts and makeup, rather than their behavioral profile revealing an undisclosed 

characteristic the platform has inferred about the child that increases the likelihood that they may 

click on highly sexualized or body dysmorphic content, and 3) facilitating disengagement through 

stoppage cues, reflection points, or less aggressive recommendation of hard-to-resist “clickbait” 

content.  

A Blueprint for Child-Centered Design 

81. Across the landscape of children’s digital media, there are many successful 

examples of content producers partnering with child development experts and using 

developmental principles to guide the design of a product from its inception.  

82. We interviewed 24 U.S.-based industry professionals from companies that design 
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digital content for youth to understand their processes of centering the child’s experience.82 All 

participants in this study described data minimization and privacy-conserving practices, either 

because these practices were not necessary for creating a good experience for their child and 

adolescent audiences, or due to wanting to avoid content and contact risks. 

83. When asked about how they promote engagement with their child-centered 

products, most participants stated that they focused on creating strong characters, storylines, or 

learning experiences that would connect with the child in a meaningful way. Conversely, some 

participants criticized “app farms” and developers who see monetization and engagement 

analytics, not child experience, as the end goal.  

84. Internationally, the Institute of Electrical and Electronics Engineers (IEEE) has 

introduced new design standards that comply with U.K. and E.U. data protection regulations.83 

IEEE has been working with companies such as LEGO, IBM, and SuperAwesome to publish 

detailed applied case studies84 that demonstrate feasibility of following child-centered data 

regulations in commercial products and provide a blueprint for other businesses aiming to comply 

with EU- and UK-based data privacy regulations.  

85. Thus, data minimization is feasible and becoming more widely adopted.  

CALIFORNIA CHILDREN’S AGE-APPROPRIATE DESIGN CODE ACT 

86. The California Children’s Age-Appropriate Design Code Act requires that 

businesses that provide services, products or feature that are likely to be accessed by children are 

required to comply with requirements that I understand as accomplishing three important goals. 

First, the Act requires that businesses acknowledge when children are using its product, feature, 

or service – a crucial step forward in an ecosystem that is often age-agnostic– and encourages 

them to update their practices to be data-minimizing and age-appropriate. Second, the Act creates 

accountability mechanisms that would require businesses to proactively think about what types of 

 
82 Landesman, Rotem, Radesky, Jenny, and Hiniker, Alexis. “Let Kids Wonder, Question and Make 

Mistakes: How the Designers of Children’s Technology Think about Child Well-Being.” Interaction Design for 

Children (2023): in press. 
83 IEEE Standards Association. Designing Trustworthy Digital Experiences for Children. 

https://engagestandards.ieee.org/Childrens-tech-design-governance.html  
84  Nguyen, Stephanie. “Applied Case Studies for Children’s Data Governance” (2021): IEEE. 

https://engagestandards.ieee.org/rs/211-FYL-955/images/IEEESA-Childrens-Data-Governance-Report.pdf     
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harms children might experience using their product, rather than acting reactively when 

unintended harms are identified. Finally, the Act would establish standard norms of child-

centered design that prioritize children’s autonomy and self-determination in digital spaces, rather 

than allowing children to be profiled and recommended content, ads, or contacts that may 

mismatch with children’s unique vulnerabilities. I describe the relevance of these requirements 

for child wellbeing in the following sections.  

87. The Act would require that businesses that provide an online service, product, or 

feature likely to be accessed by children comply with specified requirements. This is an important 

distinction from the prior standard under COPPA, which only specified that child-directed 

services or products comply. As described above, children have been avid and sometimes 

unpredictable explorers of the online world, and it is therefore crucial that an accountability 

mechanism exist for businesses acknowledging when children are using their service, product, or 

feature – whether it was initially designed for them or not. We acknowledge and make 

accommodations for children in other public and private spaces, such as hospitals, schools, and 

stores, but the same standard does not apply to the digital spaces where children are spending 

their time. 

88. The Act recognizes the important differences in child needs by different 

developmental stages: 0-5, 6-9, 10-12, 13-15, and 16-17 years. This is crucial because children 

have different understanding of digital privacy and digital content at different ages; children need 

different levels of supervision and scaffolding from caregivers at different ages; and this approach 

represents an ideal way of setting children on a healthy trajectory of a relationship with media, 

adapting their degree of independence and communication needs over time. Products, services, 

and features can either be designed in a manner than is appropriate for all age ranges by default; 

or, they can use age estimation to tailor their design to the needs of specific age groups.  

89. The Act limits the use of features that profile children using their previous 

behavior, browsing history, or assumptions of their similarity to other children to offer 

detrimental material. As described above, this protects children from being recommended 

content, ads, or contacts that could interact negatively with their unique inferred characteristics – 

Case 5:22-cv-08861-BLF   Document 51-5   Filed 04/21/23   Page 30 of 38



1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

  31  

Declaration of Jenny S. Radesky, MD  (5:22-cv-08861-BLF) 

 

characteristics about which many children are not consciously aware. In clinical settings, when 

we perform evaluations to clarify psychological or developmental differences in children, we plan 

multi-level (e.g., home, school, community) supports to help children build new skills. In 

contrast, targeted marketing profiles and leverages these psychological traits to meet the 

monetization needs of the business, regardless of whether this leads to benefit or detriment to the 

child. Furthermore: 

a. Disabling profiling does not prevent a child from seeking out detrimental 

content, but prevents such content from being amplified or recommended to children 

resulting in harm. In turn, this may reduce the likelihood that content creators will 

create and share more extreme content to “game” the system with the goal of trending 

on a recommendations algorithm for youth audiences. 

b. Disabling profiling does not prevent children from actively telling a 

business what they want to see in a recommendations profile – e.g., nature, dance 

videos, LGBTQ+ supportive content, body positivity content, racial justice content, 

etc. Instead, it prevents recommendations based on inferences of characteristics that 

may reveal individual susceptibilities.  

c. Such an approach is ethical because it aligns with how children understand 

digital privacy. In our study85 and others86 that have interviewed school-aged and teen-

aged children about their understanding of digital privacy, children consistently appear 

to understand that information they knowingly gave to platforms (i.e., when setting up 

an account profile) was remembered about them; however, they had more difficulty 

understanding when inferences about them were made/stored by a business (e.g., that 

they are female from what videos they watch).  

90. The Act requires that businesses providing online products, services, or features 

 
85 Sun, Kaiwen, et al. "“They See You’re a Girl if You Pick a Pink Robot with a Skirt”: A Qualitative Study 

of How Children Conceptualize Data Processing and Digital Privacy Risks." Proceedings of the 2021 CHI 

Conference on Human Factors in Computing Systems. 2021. 
86 Livingstone, Sonia, Mariya Stoilova, and Rishita Nandagiri. "Children's data and privacy online: growing 

up in a digital age: an evidence review." (2019). 

https://eprints.lse.ac.uk/101283/1/Livingstone_childrens_data_and_privacy_online_evidence_review_published.pdf  
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likely to be accessed by children conduct a Data Protection Impact Assessment (DPIA). This 

Assessment can help businesses understand whether their product could lead to any content, 

contact, and conduct risks and reassess whether the product is being used by children in 

unintended ways. The Act thus creates an accountability mechanism for proactively identifying 

and mitigating the risks described above, rather than identifying harms retroactively. This could 

prevent situations like that revealed by the internal records released by Facebook whistleblower 

Frances Haugen, which showed that the company was aware of adolescents’ views that Instagram 

contributed to their suicidal thoughts and negative body image, but did little to mitigate the 

issue.87  

91. Additionally, DPIAs would serve an auditing mechanism that currently occurs in a 

piecemeal fashion with individual investigations from academic research teams and consumer 

watch dog groups. When my research assistants conduct assessments of the advertising or data 

collection practices of apps used by children, they are sometimes appalled by what they find. 

They wonder whether companies are aware of what inappropriate content, ads, and design they 

are offering to children, or whether the companies are too large-scale to effectively monitor how 

their products are being experienced by the millions of children who use them. DPIAs are an 

essential mechanism for businesses taking more responsibility over what children encounter.  

92. The Act would create a Working Group so that harms can be defined by a 

balanced team of experts from a variety of backgrounds including child health/wellbeing, 

technology design, and other stakeholders. Representation from a variety of fields will help the 

guidance be evidence-based and not depend on subjective standards. It is important that industry 

has a voice in determining design solutions as members of the Working Group, since many large 

platforms have already hired teams with child expertise and have developed approaches to 

comply with E.U. and U.K. regulations. As noted above, progress is being made in the U.S. and 

internationally on child-centered design, which can be a resource to the Working Group as they 

work to generate novel solutions.  

 
87 “The Facebook Files.” The Wall Street Journal. (2021): https://www.wsj.com/articles/the-facebook-files-

11631713039  
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93. The Act would require business to enforce published terms, policies, and 

community standards. Studies have shown that businesses are not enforcing their privacy 

policies.88,89 This makes it challenging for consumers to make informed decisions about whether 

they want to join different online communities, not knowing whether stated policies and standards 

will be followed.  

94. The Act would require businesses to provide prominent, accessible, and responsive 

tools to help children, or if applicable their parents or guardians, exercise privacy rights and 

report concerns. Currently there is no method for parents or youth seeking to provide feedback 

(other than blocking/reporting content) or report a recurrent problem with specific platforms. 

Parents whose children have died after cyberbullying or taking part in social media challenges 

have reported trying to get in touch with social media companies, but being ignored.90  

95. I understand Plaintiff argues that it aims to “empower parents to supervise 

children’s privacy online.” As a practicing pediatrician and expert who regularly provides 

resources aimed at empowering parents to help their children have healthy relationships with 

technology, I have heard from parents and child-centered technology designers that maintaining 

digital privacy is a near-impossible task when data are invisible and terms and conditions 

unintelligible. In other words, parents and caregivers (and youth themselves) cannot monitor or 

protect against what they cannot see. The Act would make high levels of privacy the default, 

would make terms of service and privacy policies understandable to children and caregivers, and 

it would keep platforms and services accountable to following their stated policies (which, as 

noted above, is frequently not the case).  

96. I understand that Plaintiff in this case claims that age estimation is a privacy-

invasive process and that it is currently not feasible to estimate user age without collecting and 

processing additional personal information. This is not the case, for several reasons.  

 
88 Andow, Benjami, et al. "Actions speak louder than words: Entity-sensitive privacy policy and data flow 

analysis with policheck." Proceedings of the 29th USENIX Security Symposium (USENIX Security'20). 2020. 
89 Okoyomon, Ehimare, et al. "On the ridiculousness of notice and consent: Contradictions in app privacy 

policies." Workshop on Technology and Consumer Protection (ConPro 2019), in conjunction with the 39th IEEE 

Symposium on Security and Privacy. 2019. 
90 Bride, Kristin. Written Testimony. United States Senate Committee on the Judiciary Hearing on 

Protecting Our Children Online. February 14, 2023 
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a. Platforms such as Google, Instagram, and TikTok have removed child 

accounts (who provided a false birthday when signing up) by using information the 

child user had freely provided, such as profile information or photographs, without the 

need to collect additional data.  

b. In the European Union, Google has described its age estimation approach 

as 1) asking users to provide a birthdate during account creation, 2) when accounts 

state they are 18+ but Google’s machine learning analysis of specific online behavior 

suggests otherwise (e.g., searches, sites visited, and videos watched contain cartoons 

or child-interest material, rather than searches for taxes and mortgage), they notify the 

user that they are being placed in ‘child mode.’91 At this point, adults have the option 

to show evidence of their age through other means, such as the Yoti age-estimation 

software.92  

c. Furthermore, children and adolescents will have a greater incentive to be 

honest about age reporting during account creation, because identification as a minor 

will allow access to child-centered design resulting from the Act, which in turn will 

reduce the negative experiences children routinely report.93 

d. Alternately, platforms have expressed optimism that age verification or 

estimation solutions will exist at the device level.94 Particularly for child users, 

hardware (e.g., smartphones, tablets, laptops) have the ability to allow different logins 

by user, either manually or through locally-analyzed and stored biometric information, 

which can then signal to other apps, platforms, and services whether the user is a child 

or not. Streaming video platforms such as Netflix currently allow the user to create 

child subaccounts to provide age-appropriate video content. If device-level or 

browser-level age estimation solutions are used, then individual companies will not 

 
91 Safer Internet Forum (SIF) 2021, Deep Dive Session 1: 

https://www.youtube.com/watch?v=lvqYDndLFNQ  
92 https://www.yoti.com/business/facial-age-estimation/  
93 Nesi, Jacqueline, et al. “Teens and mental health: How girls really feel about social media.” (2023). San 

Francisco, CA: Common Sense. https://www.commonsensemedia.org/sites/default/files/research/report/how-girls-

really-feel-about-social-media-researchreport_web_final_2.pdf 
94 https://about.fb.com/news/2022/06/new-ways-to-verify-age-on-instagram/ 
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need to use resources for these processes; they can instead focus on maintaining an 

age-appropriate experience for users under 18.  

97. I understand that the Plaintiff in this case questions the rigor of the term “dark 

patterns,” which as described above are an established concept in the human-computer interaction 

literature cited in dozens of publications and international conferences. The term “dark patterns” 

was coined in 2010 by the user experience (UX) designer, Harry Brignull, to describe “tricks used 

in websites and apps that make you do things that you didn’t mean to, like buying or signing up 

for something.”95 The OECD Committee on Consumer Policy have a working definition: “Dark 

commercial patterns are business practices employing elements of digital choice architecture, in 

particular in online user interfaces, that subvert or impair consumer autonomy, decision-making 

or choice. They often deceive, coerce or manipulate consumers and are likely to cause direct or 

indirect consumer detriment in various ways, though it may be difficult or impossible to measure 

such detriment in many instances.”96 In the U.S., the term “dark patterns” has been used in 

California legislation (California Privacy Rights Act),97 and by the Federal Trade Commission in 

the April 2021 workshop entitled “Shedding Light on Dark Patterns.” The term and the concept is 

widely used, acknowledged, and accepted.   

98. The Plaintiff also states that the California Consumer Protection Act (CCPA) 

already provides digital privacy protections. However, the CCPA only covers collecting, 

selling/sharing data and parental authorization. For all the reasons explained above, this Act is 

needed to provide the protections that address children’s needs uniquely, such as addressing 

profiling, engagement-prolonging practices, dark patterns, and DPIA requirements. Without 

these, businesses can continue to be agnostic to their child users and employ adult-centered 

design that introduces risk. 

99. Plaintiff uses a bookstore metaphor to argue why the Act would be problematic. 

 
95 Brignull, Harry. "Dark patterns: Deception vs. honesty in UI design." Interaction Design, Usability 338 

(2011): 2-4. 
96 Organization for Economic Cooperation and Development. "Dark commercial patterns", OECD Digital 

Economy Papers, No. 336, OECD Publishing, Paris, https://doi.org/10.1787/44f5e846-en. 
97 The California Privacy Rights Act (CPRA), also known as Proposition 24, is a ballot measure that was 

approved by California voters in 2020, amending the California Consumer Privacy Act 
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This is an incorrect and insufficient metaphor because 1) bookstores are a physical space where 

children can be seen by the people who work there, compared to the age-agnostic approach used 

by many platforms described above; 2) bookstores are not a low-friction environment where titles 

are suggested based on prior behavior – people can freely peruse the aisles and can ask for help; 

3) bookstores are not invisibly collecting data about patrons’ preferences, how long they linger 

past a shelf, or whether they pick up a book and then put it back, for example, to decide which 

books to recommend to that user with an algorithm that has been trained on number of sales. The 

bookstore analogy may be intended to activate heuristic-based anxieties about free speech (i.e., 

book banning), but this is not the mechanism by which the Act would work.  

OPINIONS 

100. The technology industry is relatively nascent, has grown rapidly while recognizing 

harms only retrospectively, and therefore can be “debugged” and redesigned in a way that reduces 

harm for minors while maintaining a free and open internet for adults. Most importantly, the Act 

introduces accountability mechanisms so that our society can move past its current impasse of 

family stress, teen mental health issues, technology platform denials, and an invisible data 

harvesting and profiling machine that does not allow youth to have optimal self-determined 

experiences online. The tensions dominating the current public debate about risks and benefits of 

social media for youth are directly related to the fact that, with children, businesses are using 

adult-centered design that prioritizes engagement and monetization. 

101. The Act establishes standards of data privacy and child-centered design that will 

be proactive and imperative as artificial intelligence and the metaverse continue to develop and be 

used more widely by children. 

102. The Act is feasible because it would build upon work already underway to comply 

with U.K. and E.U.-based data protections, operationalized through the guidance of a 

multidisciplinary working group of stakeholders. This Working Group would provide businesses 

with a say in how specific processes – such as age estimation or user consent – are designed, and 

would provide opportunities for innovative solutions. Feasibility of child-centered changes is also 

evidenced by changes rapidly made by platforms such as Instagram (making minors’ accounts 
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private by default) and YouTube (disabling nighttime notifications to minors) before the U.K. 

Age-Appropriate Design Code went into effect in September 2021. In truth, these child-centered 

designs were needed years ago, but under the Act, such design decisions would be made more 

proactively. 

103. California has a critical opportunity to improve child wellbeing on a population 

scale by making child-centered design the default setting in digital products, services, and 

features that children use every day. The current digital ecosystem contains design features that 

were not designed with child users in mind, with endpoints of revenue generation, and which 

introduce risk in multiple ways described above. Yet, children need and deserve access to digital 

spaces where they can learn, play, explore, and socialize without being tracked, manipulated, fed 

offensive or traumatic content, or exploited.  
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I declare under penalty of perjury under the laws of the United States of America 

that the foregoing is true and correct.  Executed on _________________, at 

___________________. 

       ____________________________  

       Dr. Jenny S. Radesky 

 

 

 

April 20, 2023

Ann Arbor, Michigan
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Jenny Radesky, MD 

Associate Professor of Pediatrics 

University of Michigan School of Medicine 

Ann Arbor, MI 

 

Education and Training 
 

5/2001   B.A. in Natural Sciences, The Johns Hopkins University, Baltimore, MD 

6/2007  M.D. cum laude Harvard Medical School, Boston, MA 

-    Dedicated research year between 3rd and 4th years of medical school 

-    Senior research thesis: Nutritional predictors of gestational diabetes 

6/2007-7/2010 Pediatrics Residency, Community Pediatrics and Advocacy Pathway, 

University of Washington/Seattle Children’s Hospital, Seattle, WA 

7/2011-6/2014 Fellowship in Developmental Behavioral Pediatrics, Boston University 

School of Medicine/Boston Medical Center, Boston, MA  

 

Certification and Licensure 
 

2015  Michigan State full license 

2015  American Board of Pediatrics Developmental Behavioral Pediatrics 

2010  American Board of Pediatrics  

 

Academic, Administrative, and Clinical Appointments 
 

Academic Appointments 

11/2013-11/2014 Clinical Instructor of Pediatrics, Boston University School of Medicine, 

Boston, MA 

11/2014-12/2015 Assistant Professor of Pediatrics, Boston University School of Medicine, 

Boston, MA 

1/2016-8/2022 Assistant Professor of Pediatrics, University of Michigan Medical School, 

Ann Arbor, MI  

9/2022 - Present Associate Professor of Pediatrics with Tenure, University of Michigan 

Medical School, Ann Arbor, MI 

Administrative Appointments 

9/2022 – Present Division Director, Developmental Behavioral Pediatrics, University of 

Michigan Medical School, Ann Arbor, MI 

10/2022 – Present Service Chief, Developmental Behavioral Pediatrics, University of 

Michigan Medical School, Ann Arbor, MI 

Clinical Appointments 

7/2010-6/2011  Staff Physician, Pediatric Associates Inc., Bellevue, WA 

 

 

 

Research Interests 
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1. Parent mobile device use: My research has been the first to examine how parents use 

smartphones around young children and associations with parent-child interaction and child 

behavioral problems.  My research focuses on parents’ emotional and cognitive reactions to 

smartphone use, how smartphone use influences – and is influenced by – the quality of 

parent-child relationships. 

 

2. Early childhood media use and child social-emotional development:  My research has also 

explored how child individual differences (e.g., temperament, self-regulation) interact with 

digital media use over time, and how this may influence social and emotional outcomes.  I am 

currently part of a working group of interdisciplinary researchers who study media use in 

early childhood, and as the only physician in this group have aimed to translate our research 

into clinical practice and interventional approaches with the American Academy of Pediatrics.  

My more recent work focuses on how children conceptualize data collection, privacy, and 

personalized content in digital devices.  

 

3. Novel methodologies for measuring mobile device use:  My research team has developed 

new methods for tracking the mobile device use of parents and children, so that we can 

objectively measure how smartphones and tablets are used.  In addition, we have developed 

schemes for analyzing the quality of educational content, digital play experiences, and 

advertising exposure from mobile apps marketed to young children.  We are examining 

longitudinal associations between these aspects of mobile media content and children’s 

executive functioning and self-regulation. 

 

4. Inequities in digital media opportunities and risks: Through qualitative work and analysis 

of digital design features (e.g., private identifier data collection), my recent research has 

demonstrated disparities in digital media practices between children from higher and lower 

socioeconomic status households.  

 

5. Research partnership with Common Sense Media: Since 2020 my team has been 

collaborating with Common Sense Media, a nonprofit organization that provides guidance 

and advocacy around media use, to conduct novel research that can be rapidly disseminated. 

Our work has examined the YouTube viewing histories of young children, racial/ethnic 

representations and stereotypes within YouTube content, and tween/teen smartphone usage.  

 

Grants 
 

Current 

NICHD 1R01HD102370-01A1 (Radesky, PI)   4/1/2021-3/31/2026  3.0 calendar 

Technology Use and Emerging Executive Functioning in Early Childhood 

Total Award Amount: $3,538,615 

The goal of this project is to examine longitudinal bidirectional associations between parent and 

child media use (duration, interruption, use for regulatory purposes, and problematic design 

affordances) and child executive functioning from ages 2 to 4 years, and moderation by child sex 

and presence of psychosocial stressors.   

     

NICHD P01HD109907-01 (Barr, PI)   07/01/2022-06/30/2025  1.0 calendar 
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Growing up in a Digital World: A synergistic approach to understanding media use in children 

ages 0-8 

Total Award Amount: $279,142 

The goals of this grant are to: 1. Create a multi-institution, cross-disciplinary research program 

that studies early childhood media use from birth to 8 years of age 2. Examine early childhood 

predictors of problematic media use and social-emotional wellbeing 3. Examine how content and 

context of media use influence problematic media use and social emotional wellbeing 

Role: Co-Investigator (Site PI) 

 

SAMHSA 1H79SM087180-01   10/1/22-9/30/27  1.2 calendar 

Center of Excellence on Social Media and Youth Mental Health 

This Center aims to: 1) Improve the mental health of children and teens by reducing the risks and 

leveraging the benefits of social media, 2) Build the capacity of individuals who work with youth 

to mitigate social media’s harmful impacts on mental wellbeing and promote healthy social 

media use, and 3) Synthesize and promote the evidence base and best practices for healthy social 

media use via communication, guidance and other resources. 

Role: Medical Director 

 

Common Sense Media    03/01/22-5/31/23  1.2 calendar 

Teen Smartphone Pilot 

This collaboration with Common Sense Media will track the smartphone usage of 300 11-17-

year-olds and examine associations between app usage with child socioeconomic status, 

wellbeing, body image, and anxiety/depression. 

 

Boston Children’s Hospital Digital Wellness Lab 06/01/22-5/31/23  2.4 calendar 

Social Gaming Study 

This collaboration with the Digital Wellness Lab aims to explore the gameplay experiences, 

decision-making, and conceptualizations of children who play socially interactive video games.  

 

Previous 

NIH 1R21NR019402-01A1 (McDaniel, PI)   4/1/2021-3/31/2023  1.20 calendar 

Healthy Digital Habits in Parents of Infants          

Annual Direct Costs: $24,978 Total Award Amount: $57,255 

This study aims to characterize problematic and healthy smartphone use patterns in mothers in 

the perinatal period and develop interventional methods. 

Role: Co-Investigator (subcontract PI) 

 

NICHD 1K23HD092626-1 (Radesky, PI)  08/04/17 - 05/31/22  9 calendar 

Technology and Parent-Child Interaction 

Total Award Amount: $831,232  

The goal of this career development award is to provide me training in theoretical models of 

parent-child interaction and child development; methods for assessing parent-child interaction 

including videotape coding, use of LENA audiorecording technology, and dyadic statistical 

models; mobile device-based passive sensing methods; and opportunities to build collaborations 

with experts in developmental psychology and information science.  Its studies examine 

concurrent and sequential associations between parent mobile device use and parent-child 
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interaction using 1) behavioral coding of family meals and 2) LENA audiorecording of parent-

child interactions in the home, coupled with tracking of parent mobile device use.   

Role: PI 

 

Blue Cross Blue Shield of Michigan (Hamp, PI) 09/01/2021-12/31/2022  No effort 

Pediatric Early Autism Recognition System: PEARS 

Total Award Amount: $9,100 

The goal of the proposed research is to pilot a primary care-based tiered autism evaluation model 

the Pediatric Early Autism Recognition System (PEARS) - that aims to reduce time from referral 

to diagnostic evaluation, lower the age at autism diagnosis and initiation of treatment, and build 

capacity for autism care in the medical home. 

Role: Mentor 

 

Michigan Institute for Clinical and Health Research 12/01/20-11/20/21  1.2 calendar 

Optimal Defaults in Children’s Digital Environments 

This Pathway to Independence grant provides 1 year of additional mentored research to help me 

build skills in strategic science, conduct policy-informed research, and collaboration with child 

technology advocates.  

 

NICHD 1R21HD094051-01 (Radesky, PI)  08/01/18-07/31/21  1.2 calendar 

Longitudinal associations between preschooler emotion regulation, executive function, and 

digital media use. 

Total Award Amount: $427,750 

The goal of this study is to examine longitudinal, bidirectional associations between child 

emotion regulation, executive function, and specific aspects of media use over the course of 6 

months.  Media use data will be collected via time use diary and app-based passive sensing 

methods. 

Role: PI 

 

NICHD 1R41HD100230-01 (Radesky, Durnez, MPI)    09/01/19-08/31/20  1.2 calendar 

Beyond Screen Time: Developing an objective mobile media measurement tool 

Total Award Amount: $150,000 

This STTR application aims to develop an Android mobile sensing app, Chronicle, with 

additional functionalities, including a research dashboard with automated data analysis; ecologic 

momentary assessment; and user awareness. The purpose of developing this technology is to 

improve the precision and ecologic validity of mobile media use measurements in studies 

examining digital media and child development. 

 

Diversity Equity and Inclusion Grant (Harris, PI) 09/01/20-08/31/21  No effort 

Improving Response to Developmental Screening Through Integrated Behavioral Health in 

Pediatric Primary Care 

I am a co-investigator on this grant, which aims to implement and test a new coordinated 

integrated developmental behavioral health program for high-risk children.  

 

Common Sense Media    02/01/21-01/31/22  0.36 calendar 

Racial and Ethnic Representations on YouTube 
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This study partnered with experts in race and media to analyze representations and stereotypes 

present within YouTube videos viewed by young children (0-8) and tweens/teens (9-17). 

 

Woodson Biostatistics Award    01/01/20-12/31/21  No effort 

University of Michigan Department of Pediatrics 

Understanding Early Childhood Media Use Profiles 

This project seeks to use factor analysis to examine patterns of media usage among families with 

young children, using objective and self-reported media measures. 

 

Common Sense Media    02/01/20-01/31/21  0.36 calendar 

Zero to Eight: YouTube content analysis study 

This study analyzes the content of YouTube viewing histories of children whose households 

were surveyed as part of the Common Sense Media Zero to Eight Census 

 

NICHD 1R03HD094077-01 (Radesky, PI) 08/01/18-06/30/20   1.2 calendar 

NIH      $155,584 

Parent-toddler interactions during electronic versus print book reading 

This experimental laboratory-based study will examine differences in parent-toddler verbal 

interaction, nonverbal interaction, and toddler behavioral difficulties during and after reading 

print versus electronic books.  

Role: PI 

  

University of Michigan M-Cubed Program (Schaub, PI) 03/01/19-03/01/20 No effort 

Understanding Conceptualizations of Digital Privacy in Children 

This multi-disciplinary collaboration between researchers in Information Science, 

Developmental Psychology, and Pediatrics will examine how young children think about digital 

privacy, how data are stored and transmitted to and from mobile devices, and implications for 

privacy policy design. 

Role: Co-I 

  

Academic Pediatric Association Reach Out and Read Young Investigator Award 3/2017-9/2018 

Electronic versus print books: Differences in parent-toddler interactions and toddler behavioral 

regulation 

Principal Investigator: Tiffany Munzer MD 

Role: Primary Mentor 

Funding Amount: $14,780 

 

Janette Ferrantino Young Investigator Award (Radesky, PI)  06/01/17-05/31/18  

University of Michigan Department of Pediatrics   

Longitudinal associations between preschooler emotion regulation, executive function, and 

digital media use.  

This longitudinal study will follow preschoolers for 6 months, examining bidirectional 

associations between emotion regulation, executive functioning, and traditional and mobile 

media use.   

Role: PI 

Funding Amount: $40,000 
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Academic Pediatric Association Bright Futures Young Investigator Award  3/2014-6/2015 

Parent perspectives on mobile device use around and by young children  

Principal Investigator: Jenny Radesky MD 

Funding Amount: $15,000 

HRSA Training Grant T32 HP10028-14-00 

Principal Investigator: Jane Liebschutz, MD MPH 

7/2011-6/2013 

Role: Research fellow/trainee 

 

Joel and Barbara Alpert Children of the City Fund/Boston University Medical Center  

7/2013-12/2013 

Mobile device use and caregiver-child interaction 

Principal Investigator: Jenny Radesky MD 

Funding Amount: $5998 

 

NIDDK Medical Student Research Training Program Grant  7/2005-6/2006 

Prenatal mercury and fatty acid exposure and child cognition 

Principal Investigator: Walter Willett, PhD 

Role: Medical student trainee 

 

Honors and Awards 
 

2001   Phi Beta Kappa, Johns Hopkins University 

2007   New England Pediatric Society Prize 

2007 Harvard Medical School Presidential Scholars Program, Public Service 

Initiative 

2013  Zuckerman Fellowship, Boston University School of Medicine 

2016 American Academy of Pediatrics Media Visiting Professor, University 

of Illinois at Chicago Pediatrics Residency 

2017 American Academy of Pediatrics Communication and Collaboration 

Award 

2017, 2018 Elizabeth Caroline Crosby Award, University of Michigan ADVANCE 

Program 

2018, 2019 University of Michigan Department of Pediatrics Residency Top 

Teacher Award 

2019  Visiting Professor, University of Lille, France 

2020-present  Common Sense Media Early Childhood Initiative Advisory Group  

2020-present  Power of Zero Advisory Group 

2022-present  David G. Dickinson Collegiate Professorship 

 

Memberships in Professional Societies 
 

2007-present  Fellow, American Academy of Pediatrics  

- Since 2016: Michigan Chapter 
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- Since 2015: Executive Committee, Council on Communications 

and Media 

- Since 2021: Vice Chair, Council on Communications and Media 

- 2023: Chair, Council on Communications and Media 

2002-present   Member, Massachusetts Medical Society 

2012-present  Member, Society for Developmental Behavioral Pediatrics 

2012-present  Member, Academic Pediatric Association 

- 2018-2022: Co-Chair of DBP SIG 

2014-2016 Member, Contextual Influences Working Group, Bridging the Word 

Gap National Research Network 

2018-present Society for Pediatric Research 

 

Editorial Positions, Boards, and Peer-Review Service 
 

Board of Directors: 

Melissa & Doug Toys, LLC 

 

Editorial Board:  

Journal Watch Pediatrics and Adolescent Medicine (2017-2020) 

Journal of Developmental Behavioral Pediatrics (2018-2019) 

Guest Editor, Special Issue on Children and Smartphones: Cyberpsychology, Behavior, and 

Social Networking (2019-2020) 

 

Grant Review Service: 

Eunice Kennedy Shriver National Institute of Child Health and Human Development (2019-

2022) 

Icelandic Research Council (2017) 

Netherlands Organisation for Scientific Research (2019) 

Nuffield Foundation, UK (2019) 

 

Peer Review Service: 

Pediatrics (2014-2022) 

JAMA Pediatrics (2011-2022) 

JAMA Network Open (2022-2023) 

Journal of Developmental Behavioral Pediatrics (2015-2022) 

Developmental Psychology (2022) 

Journal of Children and Media (2016, 2021) 

New England Journal of Medicine (2021) 

Journal of Pediatrics (2021) 

Acta Paediatrica (2020-2021) 

Infant Behavior and Development (2020) 

BMJ Open (2019) 

Child Development (2017-2018) 

Computers in Human Behavior (2017) 

PLOS One (2017) 

Maternal Child Health Journal (2015-2017) 
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Scandinavian Journal of Psychology (2017) 

Journal of Human Communication (2016) 

Infancy (2015) 

Early Human Development (2015) 

Archives of Disease in Childhood (2012) 

International Journal of Affective Disorders (2013) 

Murdoch University Dissertation Committee (2017) 

Pediatric Academic Societies abstract review (2013-present) 

 

Teaching 
 

Students: Fangwei Zhao (Undergraduate Communications Major, University of Michigan); 

Caroline McLaren (Undergraduate Kinesiology Major, University of 

Michigan); Marisa Meyer (Undergraduate Psychology/Communications 

Major, University of Michigan); Nalingna Yuan (Masters of Informatics 

student, University of Michigan); Tara Sulur (MS1, University of Michigan 

Medical School); Rasna Neelam (MS1, University of Michigan Medical 

School); Chrissie Massrey, BA, Boston Medical Center Autism Program intern 

 

Residents: Sarah Frankl, MD (University of Washington); Rebecca Lane, MD (University of 

Michigan) 

 

Fellows (mentoring): Kimberley Levitt, MD (DBP, University of Michigan); Nicole Hamp, MD 

(DBP, University of Michigan); Chioma Torres, MD (DBP, University of 

Michigan); Tiffany Munzer, MD (DBP, University of Michigan); Danielle 

Erkoboni, MD (General Academic Pediatrics, University of Pennsylvania). 

 

Fellows (clinical teaching): Jayna Schumacher, MD; Fadiyla Dopwell, MD; Micaela Jett, 

MD; Jacquelyn Branch, MD; Megan Pesch, MD; Tiffany Munzer, MD; Megan Quist, MD; 

Kimberly Levitt, MD; Chioma Torres, MD; Krystal Chan-Zlatopolsky, MD; Megan Burke, 

MD; Julie Ziatuna, MD. 

 

Doctoral Students: Kaiwen Sun, UM School of Information; Chuan-Che Huang, UM School 

of Information; Kari Sherwood, UM School of Social Work 

 

Lectures 

04/2012 Pediatric Grand Rounds (PAS Practice Talks), Boston Medical Center: 

“Unsoothable infant crying and risk of maternal depression.” 

11/2012 Pediatric Case of the Week, Boston Medical Center: “We don’t want meds: 

Nonpharmacologic approaches to ADHD management.” 

04/2013 Pediatric Grand Rounds (PAS Practice Talks), Boston Medical Center: 

“Behavioral antecedents of early media exposure.” 

03/2014 Steven J. Parker Memorial CME Course in Developmental Behavioral 

Pediatrics, Boston MA. “Smartphone: Friend or Foe?” 

04/2014 Pediatric Grand Rounds (PAS Practice Talks), Boston Medical Center.  

“Patterns of Mobile Device Use by Caregivers of Young Children During Fast 
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Food Meals”/“Are Children with Self-Regulation Problems Differentially 

Susceptible to Early Parenting?” 

03/2015 Steven J. Parker Memorial CME Course in Developmental Behavioral 

Pediatrics, Boston MA. “Colic, Tantrums, and Sleep: Self-regulation Problems 

in Early Childhood” 

05/2015 2015 Pediatric Academic Societies State-of-the-Art Plenary: “Parent media use 

and parent-child interaction.” 

05/2015 New England School Nurse Association Annual Continuing Education 

Conference, Portsmouth, NH. “Digital Technology Use and Child 

Development.” 

07/2015 Pediatric Grand Rounds, University of Michigan. “Mobile Media Use, Parent-

Child Interaction, and Child Social-emotional Development.” 

09/2015 Pediatric Grand Rounds, Boston University School of Medicine. “Mobile 

Media Use, Parent-Child Interaction, and Child Social-emotional 

Development.” 

10/2015 American Academy of Pediatrics 2015 National Conference and Exhibition, 

Washington D.C. “Multitasking: From toddlers to parents.” 

2014-2015 Fellow Support Rounds (monthly), Boston Medical Center Division of 

Developmental Behavioral Pediatrics 

2014-2015 Media and Early Childhood Development lecture, pediatric interns, Boston 

Combined Residency Program 

12/2015 Harvard Combined Neonatology Fellowship Research Lecture Series. “Mobile 

Media Use, Parent-Child Interaction, and Child Development.” 

03/2016 University of Michigan Social Media Lab. “Mobile Media Use, Parent-Child 

Interaction, and Child Development.” 

04/2016 Michigan Head Start Medical Advisory Committee. “Mobile Media Use and 

Child Social-Emotional Development.” 

04/2016 2016 Pediatric Academic Societies Topic Symposium: “Digital Technology 

and the Word Gap: Barrier or Opportunity?” 

09/2016 Michigan Chapter, American Academy of Pediatrics 2016 Annual Conference.  

“The ABCs of IEPs.” 

11/2016  Saint Joseph’s Hospital Pediatric Grand Rounds. “Digital Technology and the 

Word Gap: Barrier or Opportunity?” 

12/2016 Michigan Interactive and Social Computing Consortium. “Early Childhood 

Media Use.” 

03/2017 University of Michigan Autism Spectrum Disorder CME. “After ASD 

Diagnosis: IEPs, Non-ABA Treatment Options, and Parent Support” 

04/2017 HighScope International Conference. “Family Technology Use: How to 

Implement Evidence-based Family-Centered Practices” 

05/2017 2017 Pediatric Academic Societies Plenary Lecture. “Digital Media Use and 

Cognitive Self-Regulation.” 

05/2017 2017 Pediatric Academic Societies, Developmental Behavioral Pediatrics 

Special Interest Group. “Digital Media and Child Development: Policy 

Perspectives.” 
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05/2017 Akron Children’s Hospital, Keynote Lectures. “Digital Media and 

Literacy/Social-Emotional Development.” And “The Developmental 

Behavioral Basis of the AAP Media Guidelines.” 

05/2017 Denver Children’s Hospital, lunch conference. “Digital Media and Child 

Development: Policy Perspectives.” 

05/2017 Reach Out and Read National Leadership Conference. “Digital Media and 

Parent-Child Interaction.” 

06/2017 Saint Joseph’s Hospital Pediatric Grand Rounds. “The ABCs of IEPs.” 

07/2017 University of Michigan Department of Pediatrics Grand Rounds. “Digital 

Media and Early Childhood: Update on the New AAP Guidelines.” 

08/2017 Washtenaw Intermediate School District Early Childhood Conference. “Digital 

Media and Early Childhood: The New AAP Guidelines and Early Childhood 

Education.” 

09/2017 University of Michigan CHEAR (Child Health Evaluation and Research) Unit 

conference. “Using apps to measure parent and child mobile device use: 

Opportunities and Limitations.” 

10/2017 University of Michigan Child Psychology Trainee Lunch Series. “Digital 

Media and Early Childhood.” 

10/2017 Society for Developmental Behavioral Pediatrics, Annual Conference, 

Cleveland, OH. “Autism Spectrum Disorder and Digital Media.” 

11/2017 Obesity Week, Washington D.C. “Using technology to measure technology.” 

1/2018 National Institute of Child Health and Human Development (NICHD) Media 

Exposure and Early Childhood Development scientific workshop: “A Pediatric 

Perspective on the Impact of Early Media Exposure.” 

2/2018 Common Sense Media Truth Be Told: Kids and Media conference, 

Washington DC. Children and technology panel discussion. 

2/2018 IoT of Toys - Developing a US-EU Public Interest Strategy, Washington DC: 

“What do children understand about IoT, and how are they vulnerable?” 

3/2018 Michigan Head Start Association annual meeting, Ann Arbor, MI: 

“Preschoolers and Touchscreens.” 

4/2018 Georgetown University Developmental Science Colloquia, Washington DC: 

“Digital Media and Parent-Child Interaction.” 

4/2018 Children’s Screen Time Action Network, Boston, MA: “Commercialism is the 

Missing Link.” 

4/2018 Denver Health Pediatric Grand Rounds, Denver CO 

4/2018 Denver Health Early Childhood Lectureship, Denver CO: “Empowering 

Parents in the Digital Age: Supporting Parent-Child Interactions.” 

5/2018 Pediatric Academic Societies, Invited Science Chair, Toronto, Canada: 

“Digital Media and Vulnerable Populations.” 

5/2018 World Association of Infant Mental Health, Invited Plenary Speaker, Rome, 

Italy: “Digital Media and the Dyad” 

6/2018 UCSF Division of General Pediatrics lunch conference, San Francisco, CA 

6/2018 UCSF Pediatric Grand Rounds, San Francisco, CA: “Digital Media and Parent-

Child Interaction.” 
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8/2018 Digitaler Alltag mit Kindren (Digital Everyday Life with Children) conference, 

Universitats-Kinderspital, Zurich, Switzerland: “Parent Technology Use and 

Parent-Child Interaction.” 

10/2018 Public Health Ontario Grand Rounds (webinar): “Parent Technology Use and 

Parent-Child Interaction.” 

10/2018 MDHHS Autism Training Program (webinar): “The ASD Team: Perspective 

from a Developmental Behavioral Pediatrician” 

11/2018 American Academy of Pediatrics National Conference and Exhibition: “Digital 

Media and Early Childhood:  The Good, The Bad, and the Unknown.” 

Orlando, Florida. 

11/2018 Family Online Safety Institute Annual Conference, Washington, D.C. “Hooked 

on Tech?” panel discussion. 

12/2018 University of Michigan T32 Training Program in Developmental Science: 

“Digital Media and Early Childhood: Clinical Cases and Evidence Base” 

1/2019 National Leadership Forum, Alliance for Media Literacy in Early Childhood. 

Erikson Institute, Chicago IL. Panel Discussion: “How Early Childhood 

Programs Can Support Media Literacy Education”  
2/2019 Hospital for Sick Kids Infant Mental Health Program, Toronto CA. “Digital 

Media and Parent-Child Interaction” 

2/2019 Discussant, Senate Roundtable regarding the Children and Media Research 

Advancement Act, with Senators Markey (D-MA) and Blunt (R-MO); United 

States Senate, Washington DC. 

3/2019 Michigan Head Start Association Annual Conference, Ann Arbor MI: “Apps 

and Young Brains.” 

3/2019 University Center for Child and Family, Ann Arbor, MI – Trainee case 

conference: “Media and Mental Health.” 

4/2019 Pediatrics Academic Societies Annual Conference, Baltimore MD. Topic 

Symposium “Digital Natives: The Changing Nature of Children’s Media Use” 

5/2019 Common Sense Media Designing for a Digital Future Conference, Mountain 

View, CA.  “NSFK: Getting to Quality Content” panel discussion. 

8/2019 Hurley Children’s Hospital Grand Rounds “Digital Media and Early 

Childhood:  The Good, The Bad, and the Unknown.” Flint, Michigan 

9/2019 Seminars in Pediatrics Keynotes, Madison WI: “Practical Strategies for 

Addressing Digital Media in Primary Care” and “Digital Media and Early 

Childhood Outcomes.” 

10/2019 Zero To Three National Conference, Fort Lauderdale, FL.  “Screen Media Best 

Practices: Integrating Media Guidance into Parent-Child Work” 

10/2019 Federal Trade Commission workshop: The Future of the COPPA Rule. “The 

Digital Playground: App Design, Data Collection, and Policy Implications.”  

10/2019 American Academy of Pediatrics National Conference and Exhibition, New 

Orleans, LA. “Social Media: The Good, Bad, and Unknown” 

10/2019 American Academy of Pediatrics National Conference and Exhibition, New 

Orleans, LA. “Advertising in Apps for Young Children.” 

10/2019 American Academy of Pediatrics National Conference and Exhibition, New 

Orleans, LA. “Gamified Childhood” (Plenary) 
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11/2019 Seton Hall Law School Child Privacy Symposium, Newark, NJ: “Mobile and 

Interactive Media Use by Children: Design and Policy Implications.” 

11/2019 University of Lille, Lille, France. “Digital media and parent-child interaction” 

1/2020 Welsh Lectureship, University of California San Diego Department of 

Pediatrics. “Early use of old (and new) Media and Children’s Cognitive 

Development.” 

1/2020 University of Michigan School of Communication and Media invited lecture. 

“Naturalistic Methods for Studying Child and Parent Media Use.” 

1/2020 Osher Lifelong Learning Institute, Ann Arbor MI. “Digital Media and Parent-

Child Interaction.” 

1/2020 Michigan Privacy Symposium, University of Michigan School of Information. 

“Children and Technology.” 

1/2020 Center for Human Growth and Development T32 seminar, “Working with the 

Media” 

4/2020 Connecticut Children’s Hospital Pediatrics Grand Rounds: “Digital Media and 

Parent-Child Interaction.” 

5/2020 ZERO TO THREE Board of Directors/Annual Scientific Meeting (virtual): 

“How Digital Media are Shaping Children’s Relationships with Parents and the 

World” 

5/2020 Michigan Medicine Department of Pediatrics Grand Rounds: “Beyond Screen 

Time: The Importance of Relationships, Design, and Disparities.” 

5/2020 U.S. House of Representatives webinar Round Table re: Children and Media 

Research Advancement Act 

6/2020 Noggin University webinar, “Beyond Screen Time: Thinking in Terms of 

Children’s Digital Environments” 

6/2020 Reach Out and Read COVID-19 webinar, “Advocating for Children’s Digital 

Environments” 

7/2020 New York Academy of Sciences webinar, Effects of Screen Time on the 

Developing Brain. “Thinking Beyond Screen Time: Developmental Processes 

and Design” 

7/2020 Ascension Hospital Pediatrics Grand Rounds: “Beyond Screen Time: The 

Importance of Relationships, Design, and Disparities.” 

9/2020 Back2School Facebook Live, Michigan Medicine C.S. Mott Children’s 

Hospital Livestream to support families during COVID-19 

9/2020 Michigan Medicine Pediatrics Residency, “Attachment and Parenting in Early 

Childhood” 

10/2020 American Academy of Pediatrics National Conference an Exhibition, “Digital 

Health: Helping Families Navigate Digital Media.”  

10/2020 MIPJunior (Industry conference) Future Talk: “The Digital Playground: How 

Design Can Support Social Good.”  

10/2020 Ann Arbor Public Schools, Lawton Elementary School Parent-Teacher 

Organization. “Surviving Remote Learning” 

11/2020 Hong Kong Mental Health Conference, Hong Kong (virtual). “Digital Media, 

Parent-Child Interaction, and Social-emotional Development.” 

11/2020 Children and Screens Webinar, “Advertising and Children.”  
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1/2021 New York Zero to Three Annual Conference: Risks and Benefits of Digital 

Media in Families 

3/2021 Connecticut Children’s Hospital COVID-19 update: “Families and Digital 

Media During COVID-19” 

4/2021 US Play Coalition first annual conference: “The Science Behind Why 

Pediatricians Prescribe Play.” 

4/2021 Children’s Hospital of Pennsylvania Pediatrics Grand Rounds: “Health 

Defaults in Children’s Digital Spaces: Relevance for Policy, Research, and 

Clinical Guidance.” 

4/2021 Federal Trade Commission Workshop: Bringing Dark Patterns to Light. “How 

Dark Patterns Target Kids” 

5/2021 New York University US-Italy Webinar: “Children After the Pandemic” 

5/2021 Scary Mommy Live Work Thrive Webinar Series: “Are the kids alright?” 

6/2021 Interaction Design for Children Annual Conference Keynote: “Moving Beyond 

‘Screen Time:’ Advocating for a Child-Centered Digital Environment. 

9/2021 University of Pittsburgh Department of Pediatrics Grand Rounds: “Children 

and digital media during COVID-19: How digital environments have 

supported or undermined child well-being” 

9/2021 Scary Mommy Live Work Thrive Webinar Series: “Ready for School” 

9/2021 Common Sense Media parent education webinar: “Setting goals and achieving 

balance with tech and family” 

10/2021 Testimony for the United States House of Representatives Subcommittee on 

Health of the Committee on Energy and Commerce. Hearing entitled, 

“Enhancing Public Health: Legislation to Protect Children and Families.” 

10/2021 Society for Developmental and Behavioral Pediatrics Annual Conference 

(Austin, TX/Virtual): “Tech and Kids: 5 Things Parents Need to Know about 

the Digital Environment.” 

11/2021 Georgia Chapter of the American Academy of Pediatrics Annual Conference 

(Atlanta, GA), Keynote Lecture: “Beyond “Screen Time:” Importance of 

Relationships, Design, and Disparities” 

12/2021 Frontiers in Pediatrics Annual Continuing Medical Education Conference 

(Charleston, SC), Keynote Lecture: “Digital Health: Helping Families 

Navigate the Digital Environment” 

1/2022 Rush School of Medicine Department of Pediatrics Grand Rounds (Virtual): 

“Beyond “Screen Time:” Importance of Relationships, Design, and 

Disparities” 

1/2022 Michigan Early Childhood Director’s Association (virtual training): “Digital 

Media and Early Childhood Development: The good, the bad, and the 

unknown” 

1/2022 Scary Mommy Live Work Thrive Webinar Series: “Are they Ready for a 

Smartphone?” 

2/2022 Panel presentation: "Children’s Technology Use During the Pandemic: From 

Forbidden Fruit to Fast Food?" 17th International Conference on Information 

Systems (WI22) in Nürnberg, Germany (virtual) 
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3/2022 Boston Medical Center/Boston University School of Medicine Department of 

Pediatrics Grand Rounds: ““Healthy Defaults” in Children’s Digital Spaces: 

Relevance for policy, research, and clinical guidance” 

3/2022 Abu Dhabi Early Childhood Authority Worldwide Early Development (WED) 

Forum, Roundtable on parent technology use. Abu Dhabi, United Arab 

Emirates 

3/2022 California Assembly Committee on Privacy and Consumer Protection, 

Informational Hearing on The California Age Appropriate Design Code. 

Sacramento, CA. 

4/2022 University of Oklahoma 47th Annual Advances in Pediatrics keynote: “Digital 

Media and Child Health” (Oklahoma City/Virtual). 

5/2022 Michigan Association for Infant Mental Health Biannual Conference Keynote: 

“Digital Media and Parent-Child Interaction” (Michigan/Virtual) 

5/2022 Michigan Association for Infant Mental Health Biannual Conference 

Workshop: “Helping Families Navigate the Digital Environment” 

(Michigan/Virtual) 

9/2022 Slovenian Pediatric Association Annual Meeting, Keynote lecture: 

“Navigating the Digital World: Helping families understand when design 

supports or undermines wellbeing” (Bled, Slovenia; virtual).  

10/2022 Federal Trade Commission workshop (virtual) on Stealth Advertising to 

Children 

12/2022 Plenary Lecture, Georgetown University REACH Program: “Stretching 

Beyond your Comfort Zone: How Cross-Disciplinary Work Improves Child 

Research” (Virtual) 

2/2023 National Academies of Science study on social media and youth mental health, 

Panel on Advertising (virtual) 

2/2023 Designed with Kids in Mind Coalition meeting, Washington DC: “Strategic 

Science: Research that informs child technology policy”  

3/2023 Fairfax School Health Advisory Council, Fairfax VA: “Promoting mental 

wellbeing and healthy relationships with technology” 

 

 

Committee, Organizational, and Volunteer Service 
 

Institutional 

2007-2010 Residency curriculum planning committee, University of Washington/Seattle 

Children’s Hospital, Seattle WA 

2008 Intern selection committee, University of Washington/Seattle Children’s 

Hospital, Seattle WA 

2015 Department of Pediatrics, Chair’s Strategic Planning Committee, Boston 

University School of Medicine, Boston MA 

2017 University of Michigan Pediatrics Residency applicant interviewer 

2018 Zero to Thrive Faculty Selection Committee, University of Michigan 

Department of Psychiatry 

2020-2022 University of Michigan Medical School Admissions Interviewer 
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2020-present Michigan Medicine Department of Pediatrics Research Symposium Planning 

Committee 

2023-present University of Michigan Medical School Department of Pediatrics Promotions 

Committee 

2023 University of Michigan Health Equity Research Steering Committee 

 

Local 

2016-current Medical Advisory Committee, Autism Alliance of Michigan 

2017 Eberwhite Elementary School volunteer, Media/Technology Center 

2017-current Board of Directors, Child Care Network of Washtenaw County 

 2022: Elected Secretary 

2019 Michigan Department of Health and Human Services Autism Evaluation and 

Treatment Working Group 

2019 Flint Water Crisis Community Advisory Board 

 

National 

2016 American Academy of Pediatrics National Conference and Exhibition Peds21 

Planning Committee, Abstract Chairperson 

2017 American Academy of Pediatrics Council on Communications and Media, 

Media Visiting Professor Selection Committee 

2018 American Academy of Pediatrics Council on Communications and Media, lead 

author for upcoming policy statement on digital marketing to children 

2018 NICHD Strategic Planning Committee, Invited Member 

2020 Common Sense Media Early Childhood Initiative Advisory Group 

2021-current Designed with Kids in Mind Steering Committee 
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conceptual commentary) 

43. Meyer M, Zosh JM, McLaren C, Robb M, McCaffery H, Golinkoff R, Hirsh-Pasek K, 

Radesky JS. How educational are ‘educational’ apps for young children? App store content 

analysis using the Four Pillars of Learning framework. Journal of Children and Media. 2021 

Mar 7:1-23. 

44. Sun K, Sugatan C, Afnan T, Simon H, Gelman SA, Radesky J, Schaub F. “They See You’re 

a Girl if You Pick a Pink Robot with a Skirt”: A Qualitative Study of How Children 

Conceptualize Data Processing and Digital Privacy Risks. In Proceedings of the 2021 CHI 

Conference on Human Factors in Computing Systems 2021 May 6 (pp. 1-34). 

45. Munzer TG, Miller AL, Yeo S, Wang Y, McCaffery H, Kaciroti N, Radesky J. Parent 

Verbalizations and Toddler Responses With Touchscreen Tablet Nursery Rhyme Apps. 

Pediatrics. 2021 Dec 1;148(6). 

46. Yeo SL, Schaller A, Robb MB, Radesky JS. Frequency and Duration of Advertising on 

Popular Child-Directed Channels on a Video-Sharing Platform. JAMA Network Open. 2021 May 

3;4(5):e219890-. 

47. Torres C, Radesky J, Levitt KJ, McDaniel BT. Is it fair to simply tell parents to use their 

phones less? A qualitative analysis of parent phone use. Acta Paediatrica. 2021 Apr 27. 

48. Hiniker, A., Wang, A., Tran, J., Zhang, M., Radesky, J., Sobel, K., and Hong, S. 2021. “Can 

Conversational Agents Change the Way Children Talk to People?” Proceedings of the 20th 

annual ACM conference on interaction design and children (IDC ’21). 

49. Radesky J, Hiniker A. From moral panic to systemic change: Making child-centered design 

the default. International Journal of Child-Computer Interaction. 2021 Jul 10:100351. (Peer-

reviewed vision article) 

50.  Sun K, Zou Y, Radesky J, Brooks C, Schaub F. Child Safety in the Smart Home: Parents' 

Perceptions, Needs, and Mitigation Strategies. Proceedings of the ACM on Human-Computer 

Interaction. 2021 Oct 18;5(CSCW2):1-41. 

51. DeHudy A, Radesky J, Schellpfeffer N, Ambrose M, Hashikawa A. Exploring Camp 

Policies and Leadership Opinions on Digital Media Use in Camps. Journal of Youth 

Development. 2021 Sep 29;16(4):88-102. 
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51. Levitt KJ, Munzer T, Torres C, Schaller A, McCaffery H, Radesky JS. Remote and Hybrid 

Schooling During COVID-19: Associations with Child Behavior and Sleep. Journal of 

Developmental & Behavioral Pediatrics. 2022 May 18:10-97. 

52. Radesky JS, Seyfried JL, Weeks HM, Kaciroti N, Miller AL. Video-Sharing Platform 

Viewing Among Preschool-Aged Children: Differences by Child Characteristics and Contextual 

Factors. Cyberpsychology, Behavior and Social Networking. 2022 Apr 1;25(4):230-6. 

 

53. Danet M, Miller AL, Weeks HM, Kaciroti N, Radesky J. Children aged 3‐4 years were more 

likely to be given mobile devices for calming purposes if they had weaker overall executive 

functioning. Acta Paediatrica. 2022 Mar 2. 

 

54. Munzer T, Torres C, Domoff SE, Levitt KJ, McCaffery H, Schaller A, Radesky JS. Child 

Media Use During COVID-19: Associations with Contextual and Social-Emotional Factors. 

Journal of Developmental & Behavioral Pediatrics. 2022 May 13:10-97. 

 

55. Radesky J, Hiniker A, McLaren C, Akgun E, Schaller A, Weeks HM, Campbell S, 

Gearhardt AN. Prevalence and Characteristics of Manipulative Design in Mobile Applications 

Used by Children. JAMA Network Open. 2022 Jun 1;5(6):e2217641-.. 

 

56. Radesky JS, Kaciroti N, Weeks HM, Schaller A, Miller AL. Longitudinal Associations 

Between Use of Mobile Devices for Calming and Emotional Reactivity and Executive 

Functioning in Children Aged 3 to 5 Years. JAMA pediatrics. 2023 Jan 1;177(1):62-70. 

 

57. Hamp N, DeHaan SL, Cerf CM, Radesky JS. Primary Care Pediatricians’ Perspectives on 

Autism Care. Pediatrics. 2023 Jan 1;151(1). 

 

 

Non Peer-Reviewed Publications 

1. Radesky JS. The social-ecological context of media use and school success. J Pediatr (Rio J). 

2015;91(4):318-9. (Commentary) 

 

2.  Silverstein M, Radesky JS. Embrace the Complexity:  The U.S. Preventive Services Task 

Force recommendation on screening for autism spectrum disorder. JAMA. 2016;315(7):661-2. 

(Editorial). 

 

3. Radesky JS. Policy addresses how to help parents manage young children’s media use. AAP 

News, October 21, 2016. 

 

4. Radesky JS, Carta J, Bair-Merritt M. The 30 Million–Word Gap: Relevance for Pediatrics. 

JAMA pediatrics. 2016 Sep 1;170(9):825-6. (Commentary) 

 

5. Radesky JS, Christakis DA. Increased screen time: implications for early childhood 

development and behavior. Pediatric Clinics of North America. 2016 Oct 31;63(5):827-39. 

(Review article) 
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6. Radesky JS. Should we give different media guidance for young children with ADHD, 

autism? AAP News. October 10, 2017. 

 

7. Herzig L, de Lacy N, Capone G, Radesky J. Intellectual Disability and Psychotropic 

Medications. Journal of Developmental & Behavioral Pediatrics. 2018 Sep 1;39(7):591-3. 

 

8. Radesky JS. Digital media and symptoms of attention-deficit/hyperactivity disorder in 

adolescents. JAMA. 2018 Jul 17;320(3):237-9. (Editorial). 

 

9. Radesky J, Moreno MA. How to Consider Screen Time Limits… for Parents. JAMA 

Pediatrics. 2018 Aug 27. 

 

10. Radesky JS. Beyond screen time: Encourage families to think critically about media. AAP 

News. April 24, 2019.  

 

11. Fogler J, Kuhn J, Prock L, Radesky J, Gonzalez-Heydrich J. Diagnostic Uncertainty in a 

Complex Young Man: Autism Versus Psychosis. Journal of Developmental & Behavioral 

Pediatrics. 2019 Jan 1;40(1):72-4. 

 

12. Quist M, Chopp D, Wilson CM, Radesky J. Ineffective Homeschooling in a Child with a 

Learning Disability. Journal of developmental and behavioral pediatrics: Journal of 

Developmental & Behavioral Pediatrics. 2019 Jan. 

 

13. Radesky JS. Click here: AAP offers guidance to combat digital advertising to children. AAP 

News. June 22, 2020. 

 

14. Radesky JS, Schaller A, Yeo SL, Weeks HM, & Robb MB. (2020). Young kids and 

YouTube: How ads, toys, and games dominate viewing, 2020. San Francisco, CA: Common 

Sense Media. Published online November 17, 2020. 

 

15. Radesky JS. Advocating for a Child-Centered Digital Environment. ZERO TO THREE 

JOURNAL. December 2020, 41(2):5-12. 

 

16. Radesky JS. Smartphones and Children: Relationships, Regulation, and Reasoning.  

Cyberpsychology, Behavior, and Social Networking 2020: 361-2. 

 

17. Radesky JS. Young children’s online-offline balance. Acta Paediatrica. In press. 

 

18. Radesky JS. Establishing Early Literacy Habits in a Profit-Driven Digital World. Pediatrics. 

2021 Jun 1;147(6). 

 

19. Rollins, D., Bridgewater, E., Munzer, T., Weeks, H. M., Schaller, A., Yancich, M., Gipson, 

W., Drogos, K., Robb, M. B., & Radesky, J.S. (2022). Who is the “you” in YouTube? Missed 

opportunities in race and representation in children’s YouTube videos, 2022. San Francisco, CA: 

Common Sense. 
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Books 

1. Editor, Encounters with Children, 5th edition. Mosby (publication date planned 2024).  

 

Book Chapters 

1. Radesky JS, Zuckerman B. Preventing Early Infant Sleep and Crying Problems and Postnatal 

Depression [commentary].  2015 Year Book of Pediatrics.  Cabana MD, Ed. (Elsevier, 

Philadelphia, PA).   

 

2. Radesky JS, Zuckerman B. Learning from apps in the home: Parents and play.  In Apps, 

Technology, and Younger Learners: International evidence for teaching. Kucirkova N and 

Falloon G, Eds. (2017; Routledge: Oxford UK). 

 

3. Radesky J, Kucirkova N. Digital media and young children’s learning: How early is too early 

and why? Review of research on 0–2-year-olds. In Education and New Technologies 2017 Dec 

13 (pp. 15-32). Routledge. 

 

4. Radesky JS, Domoff S. Mobile Media and Parenting. The International Encyclopedia of 

Media Literacy. In press.  

 

5. Radesky JS. Digital Media. Zuckerman Parker Handbook of Developmental Behavioral 

Pediatrics. In press. 

 

6. Radesky JS. Mobile Media and Parent-Child Interaction. Donohue, C. (Ed.). (2019). 

Exploring key issues in early childhood and technology: Evolving perspectives and innovative 

approaches. New York: Routledge. 

 

Abstracts 

1. Jenny S. Radesky, Barry Zuckerman, Michael Silverstein, Frederick P. Rivara, Marilyn 

Barr, James Taylor, Liliana J. Lengua, Ronald G. Barr. Unsoothable infant crying and 

maternal postpartum depression.  Platform presentation, Pediatric Academic Societies Annual 

Meeting, 2012. 

 

2. Radesky JS, Silverstein M, Zuckerman B, Christakis DA. Behavioral antecedents of early 

media exposure. Platform presentation at the AAP Presidential Plenary Session, Pediatric 

Academic Societies Annual Meeting, 2013. 

 

3. Radesky JS, Zuckerman B, Silverstein M. Are infants with self-regulation problems 

differentially susceptible to early parenting? Platform presentation, Pediatric Academic 

Societies Annual Meeting, 2014. 

 

4. Radesky JS, Miller AL, Rosenblum KL, Chen Y, Kaciroti N, Lumeng J. Maternal mobile 

device use during a parent-child interaction task. Platform presentation, Pediatric Academic 

Societies Annual Meeting, 2014. 
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5. Radesky JS, Kistin CJ, Zuckerman B, Nitzberg K, Gross J, Kaplan-Sanoff M, Augustyn 

M, Silverstein M. Patterns of mobile device use by caregivers and young children during fast 

food meals. Platform presentation, Pediatric Academic Societies Annual Meeting, 2014. 

 

6. Radesky JS, Eisenberg S, Kistin C, Zuckerman B, Silverstein M. Parent views regarding 

mobile device use by young children: Implications for anticipatory guidance. Poster symposium, 

Pediatric Academic Societies Annual Meeting, 2015. 

 

7. Radesky JS, Domoff S, Sturza J, Lumeng J, Miller A. Modifiers of parent-child interaction 

during digital media use. Platform presentation, Pediatric Academic Societies Annual Meeting, 

2016. 

 

8. McDaniel B, Radesky JS.  Technology interference in parent-child activities: Bidirectional 

associations with internalizing and externalizing child behavior. Society for Research in Child 

Development Special Topics Meeting, Irvine CA 2016. 

 

9.  Munzer T, Radesky JS. Preschooler screen media use is associated with multiple measures 

of self-regulation. Poster Presentation, Pediatric Academic Societies, San Francisco CA, 2017. 

 

10. Radesky JS, Weeks H, Yuan N, Ho T, Chung S, Newman M. How do parents of young 

children use their smartphones? Implications for parent-child interaction. Platform presentation, 

American Psychological Association Mind, Tech, & Society Conference, Washington DC, 2018. 

 

11. DeHudy A, Radesky J, Hashikawa AN, Ambrose M. Unplugging and Learning: Benefits 

and Drawbacks of Digital Media Use While at Summer Camp. Poster Presentation, Pediatric 

Academic Societies, Toronto Canada 2018. 

 

12. Tiffany Munzer, Alison Miller, Heidi Weeks, Niko Kaciroti, Julie Lumeng, Jenny Radesky. 

Parent-toddler reading engagement differs when reading electronic versus print books. Platform 

Presentation, Pediatric Academic Societies, Toronto Canada 2018. 

 

13. Erkoboni D, Caputo C, Radesky J. Defining Clinician-Librarian Partnerships to Promote 

Constructive Digital Media Use for At-risk Youth. Poster Presentation, Pediatric Academic 

Societies, Toronto Canada 2018. 

 

14. Meyer M, Adkins V, Yuan N, Chang S, Radesky J. Advertising in young children’s apps: A 

content analysis. Poster Presentation, Pediatric Academic Societies, Toronto Canada 2018. 

 

15. Munzer TG, Miller AL, Weeks HW, Radesky JS. Predictors of positive parent-child 

interactions around digital media. Paper symposium, Society for Research in Child 

Development, Baltimore MD 2019. 

 

16. McDaniel B, Radesky JS. The Distracted Family: Associations between Parent 

Distraction with Technology, Parenting, and Child Distraction with Technology. Paper 

symposium, Society for Research in Child Development, Baltimore MD 2019. 
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17. Radesky JS, McDaniel B. Longitudinal associations between early childhood 

externalizing behavior, parenting stress, and media use. Paper symposium, Society for 

Research in Child Development, Baltimore MD 2019. 

 

18. Meyer M, McLaren C, Radesky J.  Educational quality of children’s apps: A content 

analysis. Platform presentation, Pediatric Academic Societies, Baltimore MD 2019. 

 

 

Research Dissemination and Selected National Media Coverage: 

 
Parent Support During COVID-19: 

In response to increased family stress due to school closures and social distancing, I organized 

and moderated an 8-part web series featuring Michigan Medicine experts in mental health, 

psychology, adolescent health, chronic illness, racial injustice, trauma and coping, and 

developmental disabilities. The web series, Thrive with Your Family, was coordinated through 

C.S. Mott Children’s Hospital and the Department of Psychiatry. In addition to answering 

parents’ submitted questions, we discussed strategies for managing child behavior, sleep, 

medical care, screen time, and parent stress; we also provided tangible resources with every 

episode: https://www.mottchildren.org/thrive-with-your-family  

 

Parent-focused Research Dissemination: 

In 2018-2019, I wrote a bimonthly article on the PBS Parents website ‘Expert Tips & Advice’ 

section about parenting and technology: 

http://www.pbs.org/parents/expert-tips-advice/2019/01/tips-for-using-virtual-assistants-with-

kids/ 

http://www.pbs.org/parents/expert-tips-advice/2018/05/how-do-our-phones-affect-our-

parenting/ 

http://www.pbs.org/parents/expert-tips-advice/2018/10/happy-halloween-6-tips-to-prep-kids-

for-trick-or-treating/ 

http://www.pbs.org/parents/expert-tips-advice/2018/09/how-smart-media-can-help-kids-and-

parents/ 

http://www.pbs.org/parents/expert-tips-advice/2018/11/advertising-in-kids-apps-what-should-

parents-do/  

 

In 2020-2021, I have written a biweekly blog for the Melissa & Doug website’s “Stuck Inside 

Guide” to help parents and children cope emotionally with pandemic-related school closures, 

stress, and social distancing. Examples posts include: 

https://www.melissaanddoug.com/blogpost/?postId=introducing-a-new-series-on-families-

and-tech-during-covid-19 

https://www.melissaanddoug.com/blogpost/?postId=coping-with-uncertainty-about-school 

https://www.melissaanddoug.com/blogpost/?postId=building-empathy-through-play 

https://www.melissaanddoug.com/blogpost/?postId=helping-children-with-special-needs-

during-school-closures 

https://www.melissaanddoug.com/blogpost/?postId=seeing-more-defiance-play-can-help  
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In 2021, I have also written several parent-directed articles for CNN about parenting, 

technology design, and policy needs: 

https://www.cnn.com/2021/03/22/health/pandemic-kids-screen-time-wellness/index.html 

https://www.cnn.com/2021/05/18/health/kids-digital-advertising-wellness/index.html 

 

Selected Press Coverage of my Research: 

1. National Public Radio Morning Edition: For the children’s sake, put down that 

smartphone. http://www.npr.org/blogs/health/2014/04/21/304196338/for-the-childrens-sake-

put-down-that-smartphone  

 

2. The New York Times: Parents, wired to distraction  

http://well.blogs.nytimes.com/2014/03/10/parents-wired-to-distraction/  

 

3. TIME Magazine: Stop worrying about your kids’ screen time 

http://time.com/89830/parents-phones-kids/  

 

4. CBS News: Parents absorbed in smartphones scold kids more harshly in study 

http://www.cbsnews.com/news/parents-absorbed-in-smartphones-scold-kids-more-harshly-in-

study/  

 

5. Boston Globe: Parents’ absorption in mobile devices can take a toll on kids. 

http://www.bostonglobe.com/lifestyle/2015/03/29/parents-absorption-mobile-devices-can-take-

toll-kids/aNZpWKGlbVNBgRd96GmngO/story.html# 

 

6. TODAY Show: How cell phones are affecting families – and what to do about it. 

http://www.today.com/parents/how-cell-phones-are-affecting-families-what-do-about-it-t37111 

 

7. TIME Magazine: Help! My Parents Are Millenials! (Cover Story) 

http://time.com/help-my-parents-are-millennials-cover-story/  

 

8. The New York Times: The guilty secret of distracted parenting.  

https://www.nytimes.com/2017/03/20/well/family/the-guilty-secret-of-distracted-parenting.html  

 

9. CBS This Morning: 95 percent of most downloaded apps for young kids target them with ads, 

study finds. https://www.cbsnews.com/news/ads-targeting-children-game-educational-apps/  

 

10. National Public Radio nprEd: Parenting in the Age of Screens: Here’s What the Experts Do. 

https://www.npr.org/sections/ed/2018/07/12/625399353/parenting-in-the-age-of-screens-heres-

what-the-experts-do  
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